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Abstract
We propose a 2D multi-level appearance representation of the human body in RGB images, spa-
tially modelled using a fully-connected graphical model. The appearance model is based on a CNN
body part detector, which uses shared features in a cascade architecture to simultaneously detect
body parts with different levels of granularity. We use a fully-connected Conditional Random Field
(CRF) as our spatial model, over which approximate inference is efficiently performed using the
Mean-Field algorithm, implemented as a Recurrent Neural Network (RNN). The stronger visual
support from body parts with different levels of granularity, along with the fully-connected pair-
wise spatial relations, which have their weights learnt by the model, improve the performance of the
bottom-up part detector. We adopt an end-to-end training strategy to leverage the potential of both
our appearance and spatial models, and achieve competitive results on the MPII and LSP datasets.
Keywords: Deep learning, fully-connected part-based models, CRFs, human pose estimation

1. Introduction
Human pose estimation is a fundamental problem in computer vision, with important applications
in human-computer interaction, motion capture for films and games, activity recognition and pre-
diction and augmented reality (Moeslund et al., 2011). Unconstrained monocular pose estimation
presents several challenges. The human body, modelled as an articulated object, lies in a high-
dimensional space in which finding feasible configurations is costly. The projection from the 3D
world to the 2D image plane is a source of uncertainties and ambiguities that must also be over-
come. Lastly, one can mention the huge variety of sizes, shapes, appearances and poses that the
human body can assume, and the endless number of different scenes in which it can appear. For
these reasons, the most general scenario of markerless pose estimation in monocular RGB images
is often simplified by the introduction of constraints. The use of multiple cameras, indoor studios,
artificial markers over body parts and depth sensors can all help to simplify the problem. Despite
these strategies, in many cases images from single RGB cameras are the only ones available; in
other cases, the imposition of constraints and intrusions can be difficult or undesirable, such as in
outdoor environments, or in controlled areas such as medical facilities. Besides that, for applica-
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Figure 1: Our architecture, consisting of a part detector, which produces a heatmap for each body part, and
a spatial model, which encourages spatial consistency over the detected body parts. A sample input image,
along with sample heatmaps and full poses, illustrates how it can help with problems such as double-counting.

tions such as autonomous driving, the use of single RGB sensors greatly simplifies and reduces the
cost of the data acquisition process, obviating the need for steps such as simultaneous calibration,
image registration or synchronisation. Markerless pose estimation in monocular RGB images thus
remains a key goal of current research.

Recently, important advances have been made by using deep learning to tackle the problem,
greatly contributing to the improvement of human pose estimation in less-controlled scenarios (El-
hayek et al., 2015). To our knowledge, the first effort in this direction was made by Taylor et al.
(2010), who employed deep convolutional architectures for learning embeddings of images with
people in similar poses, but with different clothes, background and other appearance changes.
“Deep” human pose estimation methods have advanced the state of the art (see Sec. 2), but oc-
clusions, cluttered scenes and unusual poses, which may lead to false positives and negatives when
locating body parts, still represent challenges.

In this paper, we propose a deep CNN architecture, illustrated in Fig. 1, to tackle 2D markerless
human pose estimation in monocular RGB images. Our architecture is composed of a multi-level
body part detector and a fully-connected CRF model. Both modules are jointly trained end-to-end.
We show that our detector, producing a holistic representation of the human body, benefits from the
use of auxiliary parts (e.g. rigid parts) to locate joints. It is also noticeable that the CRF model, using
the spatial relationships between body parts, learns which are the ones that exert more influence on
each other, thus encouraging the generation of consistent poses. We evaluate our approach on both
the MPII (Andriluka et al., 2014) and LSP (Johnson and Everingham, 2010) datasets, achieving
competitive results and outperforming state-of-the-art methods in particular cases.

2. Related Work and Contribution
Recent years have seen outstanding improvements in 2D human pose estimation, driven by the
introduction of CNN-based methods. Early works in this period have established two main lines
of approach: the direct regression of joints’ sparse coordinates (Toshev and Szegedy, 2014), and
the dense regression of joints’ locations over the image plane (Jain et al., 2014). The latter class of
approaches has received greater attention from researchers due to some of its advantages, such as
invariance to translation, multi-modality and a natural capability to handle smoother cost functions.

Many methods in this class have adopted exclusively bottom-up strategies, where joints are
detected without any explicit use of prior knowledge or spatial reasoning about the human body
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(Gkioxari et al., 2016; Rafi et al., 2016; Pfister et al., 2015; Belagiannis and Zisserman, 2017; Wei
et al., 2016; Bulat and Tzimiropoulos, 2016). Other works employ different forms of ad-hoc, top-
down refinements (Jain et al., 2014; Newell et al., 2016; Carreira et al., 2016; Hu and Ramanan,
2016; Lifshitz et al., 2016; Ke et al., 2018). Lastly, another group of approaches (Tompson et al.,
2014; Chen and Yuille, 2014; Tompson et al., 2015; Pishchulin et al., 2016; Insafutdinov et al., 2016;
Chu et al., 2016, 2017) perform structured predictions relying on part-based models (Fischler and
Elschlager, 1973). Such models (Felzenszwalb and Huttenlocher, 2005; Yang and Ramanan, 2011),
which are in fact instances of probabilistic graphical models such as MRFs and CRFs (Koller and
Friedman, 2009; Lafferty et al., 2001), used to achieve state-of-the-art results on 2D pose estimation
until the advent of CNN techniques. Our architecture is designed to jointly benefit from a bottom-up,
CNN-based part detector and a part-based, fully-connected CRF model. We build upon knowledge
and concepts from several lines of works in the literature, as we will now describe in more detail.

Multi-level appearance representations, which simultaneously gather coarse and fine visual
cues, are well-known in the pose estimation literature (Pishchulin et al., 2013; Mikolajczyk et al.,
2004). The underlying principle is that stronger and more diverse visual features from images can
facilitate the location of joints. Concerning CNN-based approaches, local and global appearance
models are employed in Fan et al. (2015), whilst in Belagiannis and Zisserman (2017), auxiliary
body parts are used in the location of joints. In our work, we propose a simple weak annotation
method to automatically derive the ground truth for the rigid parts and whole body from the manu-
ally annotated joints’ coordinates.

Fully convolutional CNN architectures employing an efficient sliding-window technique (Ser-
manet et al., 2014; Long et al., 2015) appear in the context of pose estimation in Tompson et al.
(2014), which has been followed by several other works. We use shared features as a multitask
learning strategy to benefit from auxiliary body parts when locating the joints. Caruana (1998)
mentioned that secondary tasks (e.g. detection of rigid parts and whole body) may produce an in-
ductive bias towards the correct learning of a main task, and also act as regularisers in many cases.
Li et al. (2015) apply a multitask approach in their CNN architecture for simultaneous regression
and detection of body parts. By contrast, we handle multiple tasks in a cascade architecture, inspired
by Dai et al. (2016)’s instance segmentation approach. Cascaded CNN architectures, such as Wei
et al. (2016), have their foundations in cascaded or stacked classifiers (Heitz et al., 2009; Tu and
Bai, 2010), in which classification outputs are sequentially refined through chains of classifiers.

Probabilistic graphical models for human pose estimation are explored jointly with CNNs in
Tompson et al. (2014, 2015), where the authors introduced a method based on an MRF. In Chen
and Yuille (2014), Pishchulin et al. (2016) and Insafutdinov et al. (2016), unaries and pairwise
terms are explored in graphical model frameworks associated with deep architectures, but are not
implemented in an end-to-end manner. Chu et al. (2017) achieved very good results by employing
a CRF model on top of a pose estimation architecture (Newell et al., 2016). Our graphical model
approach is closely related to Kiefel and Gehler (2014), in which the authors proposed a mean-
field inference algorithm over a CRF model for human pose estimation using HOG features (Dalal
and Triggs, 2005). Such algorithms were originally inspired by Krähenbühl and Koltun (2011),
which showed how to perform efficient approximate inference over fully-connected CRF models for
semantic segmentation. More recently, Zheng et al. (2015) showed how the mean-field algorithm
could be formulated as a recurrent network for pixel-wise classification. However, it is important to
note that the concept of a part does not exist in either Zheng et al. (2015) or Krähenbühl and Koltun
(2011), preventing their direct application to part-based models.
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In this paper, differently from previous approaches, we present a deep architecture to perform
mean-field inference in part-based models applied to markerless human pose estimation. We make
the following main contributions:

i) A multi-level Gaussian representation for the human body, and a novel, inexpensive and
simple weakly-supervised methodology for generating corresponding ground-truth annotations.

ii) A novel framework for performing deep learning and inference in part-based models. To
our knowledge, the presented method is the first to allow mean-field approximate inference over a
loopy, fully-connected, part-based model using a deep end-to-end architecture. In our CRF, each
body part corresponds to a distinct binary random field, and all parts together compose the part-
based model (e.g. the human body). Pairwise functions are defined only between binary random
variables in different random fields corresponding to neighbouring body parts: we dub these inter-
field relations. Such relations are established according to the structure of the part-based model (e.g.
fully-connected), differently from intra-field relations (i.e. between variables in the same field), as
used in CRF models for image segmentation (Zheng et al., 2015; Krähenbühl and Koltun, 2011).

iii) Competitive results on two well-established benchmarks for 2D human pose estimation, the
MPII (Andriluka et al., 2014) and the LSP (Johnson and Everingham, 2010) datasets, outperforming
state-of-the-art methods in particular cases, e.g. unusual poses.

iv) Finally, although we present here the more general fully-connected setup, with joints’ loca-
tions as features, our method allows for different part-based models’ structures (e.g. tree-structured,
star-structured, etc.), as well as for the use of multiple and different image features (e.g. colour, tex-
ture and depth). Thus, our framework may be applied to different deep part-based models for pose
estimation, and also to other problems in which part-based models are employed, such as object
co-detection (Hayder et al., 2014) and multi-person detection (Liu et al., 2016).

3. Our Approach
As shown in Fig. 1, we propose a deep neural network architecture that consists of two modules: a
multi-level body part detector and a spatial model. The detector finds human body parts at multiple
levels of granularity (joints, rigid parts and whole body), producing a dense heatmap for each part,
whilst the spatial model encourages the prediction of consistent poses. We compose the two mod-
ules into a neural network and train it end-to-end using ground-truth heatmaps, constructed from
manually-annotated positions in the case of the joints, and automatically generated with a simple,
weakly supervised strategy for the rigid parts and the whole body (since they are not labelled on
the employed datasets). The way in which we generate these heatmaps and the structure of the two
network modules are described in the following subsections.

3.1. Multi-Level Gaussian Representation

We represent human pose using a set of oriented 2D Gaussian heatmaps, one for each joint (e.g.
right shoulder) and rigid part (e.g. right forearm), and an additional one for the body as a whole.
This approach builds upon recent successful approaches in the literature (Wei et al., 2016; Newell
et al., 2016) that modelled joints alone as 2D Gaussians. The intuition behind adding rigid parts
and the whole body to our representation is that in many images, they can be easier to see than the
joints. Thus, these extra visual cues at multiple levels of granularity, i.e. semi-global and global
(Pishchulin et al., 2013; Bourdev and Malik, 2009), act as inductive biases (Caruana, 1998) that
allow us to better estimate the correct locations of the joints.
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(a) (b) (c)
Figure 2: The 2D Gaussian of each body part is contained in a different heatmap, however for simplicity, all
the Gaussians are superimposed together on the same image here. (a) 2D Gaussians over the joints. (b) 2D
Gaussians over the rigid parts. (c) 2D Gaussians over the whole body.

Formally, our representation consists of P = J +R+B body elements, namely J joints (num-
bered 1 . . . J),R rigid parts (numbered J+1 . . . J+R) and one element (B = 1) for the whole body
(numbered J +R+B). Each body element p is represented using a 2D Gaussian around its centre

µp = (ip, jp), with covariance matrix Σp, i.e.Gp(i, j) = 1√
2π|Σp|

exp
(
−1

2

[
i−ip
j−jp

]>
Σ−1
p

[
i−ip
j−jp

])
.

In this, (i, j) denotes a spatial position within the heatmap, with i ∈ {1, ...,H} and j ∈ {1, ...,W},
where H and W are the heatmap height and width, respectively. The covariance matrix for a body

element p can be decomposed as Σp = Rp

[
σ2
p,i 0

0 σ2
p,j

]
R>p , in which σp,i and σp,j respectively de-

note the standard deviations of the Gaussian along the principal axes of the body element, and Rp
denotes the rotation from image space to body element space that defines the Gaussian’s orientation.
The multi-level body representation is illustrated in Fig. 2.

3.2. Ground-Truth Heatmap Generation

As mentioned above, to train our network we need ground-truth heatmaps for the body elements,
but existing datasets have only been annotated with 2D joint locations (Johnson and Everingham,
2010; Andriluka et al., 2014; Gong et al., 2017). We thus propose a simple weakly supervised and
part type-specific strategy of extending these to heatmaps:

Joints. Since joints have a limited spatial extent, we follow previous works (Wei et al., 2016;
Newell et al., 2016) in modelling them as isotropic Gaussians (i.e. σp,i = σp,j and Rp = I) that are
centred at the ground-truth joint location and have a small standard deviation.

Rigid Parts. The centre µp of a rigid part p is defined as the midpoint of the centres µp′ and µp′′

of the joints it connects. We orient the Gaussian representing the part to align its i axis with the line
connecting µp′ and µp′′ . We define σp,i to be proportional to the Euclidean distance ||µp′ − µp′′ ||,
and set σp,j = κpσp,i, where κp is a part-specific anthropometric ratio (MSIS, 1995).

Body. The body centre is defined to be the mean of the annotated joint centres. Principal com-
ponent analysis (PCA) of the joint centres is used to obtain the orientation of the body in the image
plane. We define σp,i and σp,j to be proportional to the distance between the extreme projections of
the joint centres onto the two principal axes.

Finally, we employ two sets of ground-truth heatmaps, one containing all the people in the
scenes and the other containing only the person of interest. The second set is only used by the last
module of the part detector architecture (Fig. 3). A sample ground-truth set is illustrated in Fig. 2.

3.3. Multi-Level Body Part Detector

This initial module of our network aims to simultaneously detect all body elements under consid-
eration, and thereby refine the detection of the joints by making use of the additional visual cues
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Figure 3: Multi-Level Body Part Detector Basic Architecture: a shared convolutional module produces
CNN features that are used by subsequent modules to detect joints, rigid parts and the whole body. The initial
detections of the joints (heatmaps) obtained by the module J – which can be seen as saliency maps (Itti et al.,
1998) – are used to focus the visual attention (Borji and Itti, 2013) of the subsequent module J+R, which
refines the previous predictions at the same time as it produces additional predictions for the rigid parts. The
same principle is followed by the third module J+R+B, which refines the previous predictions and detects
the whole body. The fourth module J+R+B is responsible for focusing on the person of interest, usually in
the centre of the image. References to the backward pass of the network are not included for simplicity.

provided by the rigid parts and whole body. To achieve this, we adopt a cascade architecture where
a common set of features are used to predict all body parts (see Fig. 3). This is reasonable due to
the strong correlations between the visual appearance of the parts.

The proposed fully convolutional architecture produces one dense heatmap for each body part.
Only two pooling layers are used over the network, reducing losses of spatial information. For our
activation function, we use the Parametric ReLU (He et al., 2015). Another important point is the
larger receptive field, which captures more contextual information around the joints.

The detector module as a whole implements a function of the form f : RH′×W ′×3 × Rn 7→
RH×W×P , which takes an RGB input image Z and a vector w of network weights, and yields an
output tensor X that contains a dense heatmap for each of the P body elements under consideration.
To learn w, we train the network on a set of images {Z(s)}, with s = 1, ..., S. For each sample Z(s)

in the training set, we let X(s) = f(Z(s),w), and solve

argmin
w

1

S

S∑
s=1

P∑
p=1

∑
(i,j)

L(X
(s)
i,j,p;Gp(i, j)), (1)

where (i, j) ∈ H ×W denotes a spatial position within a heatmap; X
(s)
i,j,p denotes one value of the

output tensor at a given coordinate; Gp(i, j) is part p’s 2D Gaussian, and L denotes mean squared
error. Eq. 1 is minimized using stochastic gradient descent and, for each module in the cascade
architecture, we use a similar loss function, including only the terms corresponding to the body
elements detected by that module.

3.4. Fully-Connected Conditional Random Field

Our fully-connected CRF model is defined over the multi-level appearance representation as a
framework for performing learning and inference on loopy part-based models for human pose es-
timation. By contrast with others in the literature, in our approach, not only all body parts within
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JOINTS RIGID PARTS WHOLE BODY

Figure 4: Spatial model illustration: The pairwise relations are illustrated as follows: continuous blue lines
show joint↔ joint and rigid part↔ rigid part relations; dashed blue lines show joint↔ rigid part relations;
dashed red lines show rigid part↔ body relations; dotted green lines show joints↔ body relations. Not
all relations are illustrated for clarity. Best viewed in colour.

the same level of granularity are fully-connected by means of pairwise relations, but also all parts
among all levels of granularity are connected, as illustrated in Fig. 4. Redundancy and the strong
correlation between rigid parts and joints are positive characteristics in our model. The full con-
nectivity allows each body part to receive messages from all others. This reinforces their consistent
location, since ultimately, the posture of the whole body is taken into account in the message pass-
ing. Moreover, instead of imposing a fixed simpler structure a priori e.g. a tree, the strength of
the pairwise relations and influence of the parts over each other, and consequently the underlying
structure that emerges from that, is data-driven, i.e. learned from training data. Regarding the close
relation between rigid parts and joints, as the former usually have a larger area in the images, they
provide an inductive bias (Caruana, 1998) towards the correct location of the latter, since the joints
are smaller and consequently more susceptible to being ambiguously or wrongly located, e.g. due
to clutter or occlusion.

Formally, we introduce random binary variables Yu,p for p = 1, ..., P and u = 1, ...,H ×W ,
each of which can take a value of either 0 or 1, respectively denoting the absence or presence of body
part p at raster position u in an image Z. Let Y be the vector composed of all such binary random
variables Yu,p. Let us now consider a factor graph G = (V, E), with vertices V = {V1, ...,VP }
divided in subsets Vp = {Yu,p} corresponding to each one of the body parts; and edges E = (u, v),
for u ∈ Vp and v ∈ Vp′ with p 6= p′. In summary, an edge is established between every binary
random variable of a given part and all the other random variables of all the other body parts in
the appearance representation. Given the observable image Z and the vector Y, the pair (Y,Z)
can be modelled as a CRF characterised by a Gibbs distribution P (Y = y|Z). For convenience of
notation, we will suppress the conditioning in the following equations. Thus, the energy of a given
configuration y is given by

E(y) =

P∑
p=1

( ∑
u∈Vp

φ(yu,p) +

P∑
p′=1

∑
u∈Vp

∑
v∈Vp′

ψ(yu,p, yv,p′)

)
, (2)

where the unary potentials φ(yu,p) give the likelihood for the presence of a part p in a given location
u, and the pairwise potentials ψ(yu,p, yv,p′) measure the likelihood for the simultaneous location
of parts p and p′ in the corresponding positions u and v, respectively. In the proposed model, the
unary terms correspond to the energies provided by the CNN-based body part detector (Sec. 3.3).
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The pairwise potentials are defined by weighted Gaussian kernels as

ψ(yu,p, yv,p′) =

K∑
k=1

w
(k)
p,p′µ

(k)
p,p′(yu,p, yv,p′)k

(k)
p,p′(fu,p, fv,p′),

1 (3)

where we have a linear combination of Gaussian kernels k
(k)
p,p′(.), weighted by w

(k)
p,p′ , and the

compatibility functions µ
(k)
p,p′(.). Each Gaussian kernel is applied on feature vectors fu,p and fv,p′

from the image, which may encode information such as the location, colour or intensity of the parts.
The weights measure the relative importance of each kernel. Finally, the compatibility function is a
2× 2 matrix, as it weights how one binary label assignment for one part influences the assignment
for the other part. It is important to notice that there are a different Gaussian kernel and compatibility
functions between each pair of parts p and p′, because of the different ways that different parts influ-
ence each other. This differs from the DenseCRF approach for semantic segmentation (Krähenbühl
and Koltun, 2011; Zheng et al., 2015), where a single compatibility function and Gaussian kernel
are used for the entire model. In our case, we explicitly model the dependencies between different
parts in the part-based model, e.g. human body parts. Although our method allows for multiple
kernels between each pair of parts p and p′, in the current formulation we only use the location of
the parts as a feature (K = 1), thus the feature vectors fu,p, fv,p′ correspond to the 2D positions of
parts p and p′, respectively. The Gaussian kernel is then defined as

k
(k)
p,p′(fu,p, fv,p′) = exp

{
− 1

2

[
(fu,p − fv,p′)− x̄p,p′

]T
Σ−1p,p′

[
(fu,p − fv,p′)− x̄p,p′

]}
, (4)

where the vector x̄p,p′ and the matrix Σp,p′ are, respectively, the 2D mean displacement and the
covariance between the locations of parts p and p′. Thus the Gaussian kernel has maximum value
when the distance between two parts is equal to their mean displacement and exponentially decays
when their offset moves away from it.

3.5. Mean-Field Inference as a RNN in a Part-Based Model
Our final predicted human pose is the Maximum a Posteriori (MAP) estimate of the CRF defined
in Eq. 2. This corresponds to the assignment y∗ that minimises the energy E(y). Exact inference
over this loopy fully-connected CRF is intractable. As a result, we perform approximate mean-
field inference in which a simpler distribution, expressed as a product of independent marginals,
Q(Y) =

∏
uQ(Yu,p), is used to approximate the real distribution, P (Y). The KL-divergence

between P (Y) and Q(Y) is then iteratively minimised. The mean-field update equation (Koller
and Friedman, 2009) for our fully-connected CRF model is given by

Q(yu,p) ∝ exp
{
− φ(yu,p)−

P∑
p′=1

K∑
k=1

w
(k)
p,p′

∑
l′∈{0,1}

µ
(k)
p,p′(yu,p, l

′)
∑
v∈Vp′

k
(k)
p,p′(fu,p, fv,p′)Q(l′)

}
. (5)

Eq. 5 contains a highly costly message-passing operation performed in the pairwise terms cal-
culation. The definition of such pairwise relations as Gaussian kernels allows their computation by
means of a convolution operation, which can be efficiently performed using a permutohedral lattice
(Adams et al., 2010), reducing the complexity of the message-passing step from quadratic to linear
with respect to the number of random variables.

It has recently been shown that mean-field iterative updates are differentiable (Zheng et al.,
2015; Arnab et al., 2016). Consequently, the mean-field inference algorithm can be represented

1. The main functions and variables are written in bold here to facilitate reading.
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MEAN-FIELD ITERATIONLOGIT

1 - GAUSSIAN FILTERING
2 - CONV 1X1
3 - CONV 1X1
4 - ELEMENT-WISE SUBTRACTION
5 - SOFTMAX
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Figure 5: Spatial Model Architecture: the mean-field iteration module executes the mean-field update
for T iterations. The additional modules pre-process the input unaries. Gates G1 and G2 switch outputs
according to Eq. 6. References to the backward pass of the network are not included for simplicity.

as an RNN, where the estimate of Q(Y) is refined at each time step. This allows us to learn the
parameters of our spatial model and the underlying CNN jointly via end-to-end training. As shown
in Fig. 5, our RNN receives as inputs the unary potentials from the CNN-based part detector, and
produces spatially consistent heatmaps (marginal distributions) as outputs. Its loss function is the
same given by Eq. 1.

To define the overall behavior of the network, let us consider the unary potentialU = −φ(yu,p) =
logit(V ). We apply the logit(.) function (inverse Sigmoid) over the body part detector outputs
to compute the log-likelihood scores corresponding to the unary energies. Once the unaries are
obtained, an initial normalisation step is executed by the softmax(.) function. The Softmax and
Logit modules have their error differentials trivially back-propagated. Additionally, let us define
an estimation of the marginal probabilities Q from the previous step. And finally, the forward-
pass of the mean-field iteration module can be denoted by the function fθ(U,Q), where the vector
θ = {w(k)

p,p′ ,µ
(g)
p,p′(l, l

′)} represents the learnable CRF parameters. In this context, the following
equations define the RNN behavior, where T is the total number of iterations:

H1(t) =

{
softmax(U), t = 0

H2(t− 1), 0 < t ≤ T,

H2(t) =
{
fθ(U,H1(t)), 0 ≤ t ≤ T, (6)

H3(t) =

{
0, 0 ≤ t < T

H2(t), t = T.

Internally, the sequence of operations executed by the mean-field iteration module (i.e. Gaus-
sian filtering, convolutions, element-wise subtraction and Softmax) correspond to the the mean-field
steps for CRF models defined with a unary term, and pairwise terms based on Gaussian kernels
(Krähenbühl and Koltun, 2011; Kiefel and Gehler, 2014; Zheng et al., 2015).

4. Experiments and Discussion
We evaluate the performance of the part detector and the spatial model, separately and together.
Following Bulat and Tzimiropoulos (2016); Wei et al. (2016); Insafutdinov et al. (2016); Pishchulin
et al. (2016) and Belagiannis and Zisserman (2017), we have trained our network by adding the
MPII training set to the LSP and LSP extended training sets. Tests were done on the LSP and
MPII test sets, using PCK (Yang and Ramanan, 2011) and PCKh (Andriluka et al., 2014) metrics,
respectively. In all experiments, we adopted the following parameters: mini-batch equal to 10;
Adam optimizer (Kingma and Ba, 2015) with learning rate equal to 10−5; weight decay of 5×10−4

and no other form of regularization; and network weights initialized using the robust initialization
proposed by He et al. (2015). We cropped a 256× 256 image area, keeping the person of interest in
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the central position, reinforcing the focus on it using an extra input channel containing a central and
fixed size 2D Gaussian (standard deviation equal to 15 pixels), which is concatenated to the input
channels of the final module of the network. Regarding data augmentation, we randomly apply
the following over the images: scaling [0.5, 1.5], rotation [−45◦, 45◦], horizontal flipping and RGB
jittering (Krizhevsky et al., 2012). We evaluate variants of our architecture and the contribution of
the CRF model over a single scale in a validation set. At test time, we perform predictions over
scales in [0.5, 1.5], equally spaced with a step of 0.1, and sum them to obtain the final estimations.
The architecture was implemented using the Caffe framework (Jia et al., 2014) and the experiments
ran on an NVIDIA Titan X.

Multi-Level Body Part Detector. To evaluate variants of the basic architecture illustrated in
Fig. 3, and support our design choices, we have trained different arrangements of modules, with
the parameters afore detailed. They are defined by bold capital letters, e.g. J represents one module
that locates joints, (J)(J+R) represents two modules which predict joints and joints along with rigid
parts, respectively, and 4×(J+R+B) denotes four modules predicting joints, rigid parts and whole
body. It is important to highlight that, except when stated, the variants are cascaded, and every
module has a loss weight equal to 1. A summary of the variants is listed in Tab. 1, with their
scores and reference names. In what follows, we analyse some of the evidence observed. Initially,
the sets of architectures A and B not only show the benefits of multiple modules (B1 vs. A1), but
also show that cascaded modules with intermediate losses (B3) are preferable to either sequential or
cascade networks of the same capacity, but with just one final loss function (B1 and B2). The set
C corresponds to our basic architecture, and shows evidence that the auxiliary body parts somehow
improve the performance (C2 vs. B3), conditioned to the use of weights (C2 vs. C1) attributing more
importance to the joints and to final modules in the overall loss. To evaluate the effect of having the
extra parts gradually added through the architecture, we employed sets D and E. The results suggest
that having all modules predicting the same multi-level representation is preferable (D1 vs. C2).
Besides this, the prediction of the whole body does not seem to help in the location of the joints
(E1). We hypothesize that this happens because the person of interest is already centralized in most
images of the LSP dataset. Finally, we have evaluated the addition of extra modules in sets F and
G, finding the overall best performing architecture as F1. We also tried other experiments over the
sets, such as inverting the order of the modules in C1 and C2, adding an extra background heatmap
in the final modules and changing combinations of weights, but none of these improved the final
performance.

Reference name Architecture Head Sho. Elb. Wri. Hip Knee Ank. Mean
A1 J 91.2 78.7 64.7 54.3 71.8 61.7 50.0 67.5
B1SEQUENTIAL / WITH JUST FINAL LOSS 4×(J) 92.8 82.8 72.0 63.6 80.7 74.0 63.8 75.7
B2WITH JUST FINAL LOSS 4×(J) 93.1 82.1 70.2 63.0 79.2 72.4 60.0 74.3
B3 4×(J) 93.5 82.6 72.9 66.3 81.3 75.0 65.6 76.8
C1 (J)+(J+P)+(J+P+B)+(J+P+B) 93.4 81.7 71.2 63.2 80.4 75.2 69.0 76.3
C2J LOSSES WEIGHTED {1,2,3,12}† (J)+(J+P)+(J+P+B)+(J+P+B) 94.0 83.2 75.0 66.0 81.2 76.4 71.0 78.1
D1J LOSSES WEIGHTED {1,2,3,12}† 4×(J+P) 94.2 84.2 74.5 67.2 81.7 77.0 71.9 78.7
E1J LOSSES WEIGHTED {1,2,3,12}† 4×(J+P+B) 92.8 79.8 69.9 61.3 78.7 71.8 67.3 74.5
F1J LOSSES WEIGHTED {1,2,3,12,24}† 5×(J+P) 94.3 83.9 73.3 68.0 83.4 78.7 72.8 79.2
G1J LOSSES WEIGHTED {1,2,3,12,24,48}† 6×(J+P) 92.8 82.4 73.6 67.2 81.1 76.1 70.4 77.6
† Sets of relative weights of the modules losses.

Table 1: Comparison of PCK@0.2 on the LSP dataset.
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Reference name Head Sho. Elb. Wri. Hip Knee Ank. Mean
F1 94.3 83.9 73.3 68.0 83.4 78.7 72.8 79.2
F1+SM 94.3 84.2 74.5 69.1 83.2 78.5 73.2 79.6

Table 2: Comparison of PCK@0.2 on the LSP dataset. SM = Spatial Model.
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Figure 6: (a) Heatmaps from the LSP dataset. The first row shows heatmaps obtained from the part
detector (F1), while the second row shows heatmaps from the part detector plus the spatial model (F1+SM).
(b) Learned Mean-field parameters: the higher the compatibility value, the higher the influence between
the parts. We can notice small clusters of high influence, particularly between parts on the same side of the
body (left/right), which explains how we migitate double-counting.

Conditional Random Field. Here we evaluated the contribution of the fully-connected CRF.
The compatibility matrices were initialized as µ

(k)
p,p′ =

[
0 0
0 0

]
, denoting that the influence between

the different body parts is initially null and will be learned during training. The kernel weights
are set to w

(k)
p,p′ = 1, once we employ a single Gaussian kernel with spatial features (Eq. 4) in the

present basic formulation of the model. We adopted the best performing architecture from Tab. 1
(F1) and compared its results with the ones obtained when the spatial model was employed in the
second half of the training (F1+SM). Tab. 2 shows the improvements obtained over the part detector
performance. The current formulation using only spatial information was already beneficial, as
shown by the samples of body part heatmaps obtained with and without the use of the spatial model,
in Fig. 6a. We can observe that in fact the heatmaps are refined when prior knowledge about the
body is taken into consideration. The learned mean-field parameters are shown in Fig. 6b, i.e.
the compatibility values, since the kernel weights were kept fixed due to the single spatial kernel
employed. The learned compatibility values µ(k)

p,p′ of all the pairwise matrices represent how much
each body part on the horizontal axis influences all other parts on the vertical axis.

LSP dataset. Tab. 3 shows our final results on the LSP test set, after 200 epochs, along with
comparable approaches from the literature. We have competitive results in comparison to the state-
of-the-art. Moreover, when the presence of false positives generated by clutter or by unusual poses
prejudice the bottom-up methods, we may outperform such approaches, as illustrated in Fig. 7.
The stronger inductive bias towards the correct positions of the joints, obtained with the use of the
rigid parts in our multi-level representation, along with the high level of redundancy of the fully-
connected CRF, facilitates the correct estimations in these cases.

MPII dataset. Tab. 4 shows results on the MPII test set, in this case employing just the MPII
training data for 250 epochs. We have again shown competitive scores, and an ability to perform
well in the presence of occlusions and unusual poses (see Fig. 8a). See failure cases in Fig. 8b.
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Method Head Sho. Elb. Wri. Hip Knee Ank. Mean
Chu et al. 98.1 93.7 89.3 86.9 93.4 94.0 92.5 92.6
Wei et al. 97.8 92.5 87.0 83.9 91.5 90.8 89.9 90.5
Our model 97.6 92.6 86.5 83.2 91.7 91.0 89.1 90.2
Insafutdinov et al. 97.4 92.7 87.5 84.4 91.5 89.9 87.2 90.1
Pishchulin et al. 97.0 91.0 83.8 78.1 91.0 86.7 82.0 87.1
Belagiannis and Zisserman 95.2 89.0 81.5 77.0 83.7 87.0 82.8 85.2

Table 3: Comparison of PCK@0.2 score on the LSP test set. Only methods trained on MPII, LSP and LSP
extended datasets jointly.

Our model
PCK@0.2 = 1.00

Chu et al.
PCK@0.2 = 0.93

Insafutdinov et al.
PCK@0.2 = 0.71

Wei et al.
PCK@0.2 = 0.93

PCK@0.2 = 1.00 PCK@0.2 = 0.86 PCK@0.2 = 0.93PCK@0.2 = 0.93

PCK@0.2 = 1.00 PCK@0.2 = 0.79 PCK@0.2 = 0.71PCK@0.2 = 0.93

PCK@0.2 = 0.93 PCK@0.2 = 0.93 PCK@0.2 = 0.64PCK@0.2 = 0.79

PCK@0.2 = 1.00 PCK@0.2 = 0.86 PCK@0.2 = 0.93PCK@0.2 = 0.93

PCK@0.2 = 1.00 PCK@0.2 = 1.00 PCK@0.2 = 0.64PCK@0.2 = 0.79

Our model
PCK@0.2 = 0.93

Chu et al.
PCK@0.2 = 0.93

Insafutdinov et al.
PCK@0.2 = 0.64

Wei et al.
PCK@0.2 = 0.79

PCK@0.2 = 1.00 PCK@0.2 = 0.86 PCK@0.2 = 0.93PCK@0.2 = 0.93

PCK@0.2 = 1.00 PCK@0.2 = 1.00 PCK@0.2 = 0.64PCK@0.2 = 0.79

Figure 7: Cases from LSP in which we outperformed state-of-the-art bottom-up methods prejudiced by false
positives caused by clutter and unusual poses.

Overall Analysis. Our method is able to cope with challenging poses, outperforming state-of-
the-art methods in particular cases. From the analysis of our fully-connected CRF model, summa-
rized in Fig. 6, we can observe that the spatial model contributes mostly to the distinction between
left and right parts of the body, whatever ambiguity is generated by clutter, occlusions or unusual
poses i.e. upside-down postures, as illustrated in Fig. 7. Such uncertainties are mitigated by data-
driven compatibility matrix values (Fig. 6b), which show that parts on the same side of the body
exert strong influence over each other. High compatibility values between parts that would not
be directly connected in simpler tree-structured models, e.g. hips and ankles, also show that the
fully-connected model is learning more complex relations between the body parts. Although we
have presented a basic and general formulation of our spatial model, based only on the 2D loca-
tions of the parts, it has already shown marginal improvement over the part detector alone (Tab. 2).
Additional features, such as the colours of mirrored body parts, may be naturally incorporated, po-
tentially improving even more the performance in relation to the bottom-up part detector. Finally, in
our experiments, the CRF model achieved convergence in a small number of iterations (T = 3) for
the recurrent mean-field update, as similarly reported by Zheng et al. (2015). Despite that, training
and testing with the fully-connected model are costly. With our best-performing model (Tabs. 1
and 2), when the CRF model is added to the CNN part-detector, training time per image increases 6
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Method Head Sho. Elb. Wri. Hip Knee Ank. Mean
Ke et al. 98.5 96.8 92.7 88.4 90.6 89.3 86.3 92.1
Chu et al. 98.5 96.3 91.9 88.1 90.6 88.0 85.0 91.5
Newell et al. 98.2 96.3 91.2 87.1 90.1 87.4 83.6 90.9
Bulat and Tzimiropoulos 97.9 95.1 89.9 85.3 89.4 85.7 81.7 89.7
Insafutdinov et al. 96.8 95.2 89.3 84.4 88.4 83.4 78.0 88.5
Our model 97.7 95.0 88.1 83.4 87.9 82.1 78.7 88.1
Rafi et al. 97.2 93.9 86.4 81.3 86.8 80.6 73.4 86.3
Gkioxari et al. 96.2 93.1 86.7 82.1 85.2 81.4 74.1 86.1
Lifshitz et al. 97.8 93.3 85.7 80.4 85.3 76.6 70.2 85.0
Hu and Ramanan 95.0 91.6 83.0 76.6 81.9 74.5 69.5 82.4
Tompson et al. 96.1 91.9 83.9 77.8 80.9 72.3 64.8 82.0
Carreira et al. 95.7 91.7 81.7 72.4 82.8 73.2 66.4 81.3
Tompson et al. 95.8 90.3 80.5 74.3 77.6 69.7 62.8 79.6
Pishchulin et al. 74.3 49.0 40.8 34.1 36.5 34.4 35.2 44.1

Table 4: Comparison of PCKh@0.5 score on the MPII test set. Only methods trained on MPII dataset.

(a) (b)
Figure 8: (a) Sample images from the MPII dataset showing contexts in which we successful handle chal-
lenging cases, such as occlusions. (b) Sample images from the MPII dataset in which the method could not
overcome the ambiguities in the poses.

times, from 0.3s to 1.8s, approximately, while testing time per image increases 5 times, from 1.5s
to 7.5s, approximately (testing is performed over multiple scales, as previously mentioned in this
section). For the final models, the total training time was approximately 7 days. As an alternative,
this high cost might be diminished by the elimination of weak pairwise relations, i.e. the ones with
small values in the compatibility matrix (Fig. 6b). In this case, the fully-connected model would
function as an intermediate step towards a simpler yet still data-driven model structure.

5. Conclusions
In this paper, we have introduced a novel framework composed of a multi-level appearance rep-
resentation of the human body, along with a loopy fully-connected part-based model, conveying
information about the spatial structure of the body. We proposed a cascade CNN body part detec-
tor to obtain our appearance representation, and an RNN to perform mean-field inference on the
part-based model, defined as a binary CRF. We evaluate the components of our architecture, show-
ing that the multi-level representation, composed of body parts with different granularities, as well
as the spatial model, facilitate the location of the body joints. Our experiments on the MPII and
LSP benchmarks have shown competitive results. In particular cases, when the presence of false
positives greatly prejudices exclusive bottom-up strategies, we outperformed the state-of-the-art
methods. The current deep learning framework may be naturally extended to other problems, such
as object detection and per-pixel labelling of objects parts, and also by the addition of extra kernels,
based on other features such as colour. As a further improvement, we intend to generalize our spa-
tial model to handle multimodal distributions, a limitation imposed on the current formulation by
the use of Gaussian pairwise kernels, which are efficient to compute (Adams et al., 2010).
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