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Abstract
We introduce superclass accountability, a new notion of ac-
countability for security protocols. Classical notions of ac-
countability typically aim to identify specific adversarial play-
ers whose violation of adversarial assumptions has caused
a security failure. Superclass accountability describes a dif-
ferent goal: to prove the existence of adversaries capable of
violating security assumptions.

We develop a protocol design approach for realizing super-
class accountability called the sting framework (SF). Unlike
classical accountability, SF can be used for a broad range of
applications without making protocol modifications and even
when security failures aren’t attributable to particular players.

SF generates proofs of existence for superclass adversaries
that are publicly verifiable, making SF a promising spring-
board for reporting by whistleblowers, high-trust bug-bounty
programs, and so forth.

We describe how to use SF to prove the existence of ad-
versaries capable of breaching the confidentiality of practical
applications that include Tor, block-building infrastructure in
web3, ad auctions, and private contact discovery—as well as
the integrity of fair-transaction-ordering systems. We report
on two end-to-end SF systems we have constructed—for Tor
and block-building—and on experiments with those systems.

1 Introduction

Imagine that an intelligence agency has developed a powerful
new internal service called TorBreaker. TorBreaker violates
the network security assumptions that underpin Tor. It traces
Tor traffic and identifies the websites a target client is visiting.
In other words, TorBreaker breaks Tor’s privacy.

A whistleblower inside the intelligence agency has black-
box access to TorBreaker. She doesn’t know whether or not
TorBreaker has been used yet to violate users’ privacy. Ei-
ther way, she wants to prove to the world the existence of an
adversary that can break Tor. What can she do?

This hypothetical example illustrates the focus of our work.

In general, security proofs for cryptographic or security
protocols rely on a set of assumptions about the capabilities
or behavior of an adversary. In this work, we advance a broad
framework for proving violation of these assumptions.

In multi-party computation protocols [5], for example, a
standard assumption is that an adversary corrupts less than t
of n players. Protocols making use of trusted execution envi-
ronments (TEEs) rely on (typically strong) assumptions about
the isolation of the TEE from adversarial processes [60]. Pro-
tocols enforcing network-layer privacy, such as Tor, assume
limited adversarial control of the network [40].

What happens, however, when these assumptions are bro-
ken? Most protocol designs have all-or-nothing security. This
means that violation of a modeling assumption then results in
catastrophic failure: A complete loss of confidentiality or exe-
cution integrity. Moreover, such failures are often silent—that
is, unobservable by protocol participants. This is especially
the case with confidentiality violations, which can leak infor-
mation with no visible effect on a system’s functionality.

Several approaches have been proposed to mitigate catas-
trophic protocol failures caused by inaccurate adversarial
modeling [35, 36]. An especially popular one is accountabil-
ity [26, 49]. Broadly speaking, a security protocol is account-
able if, when the protocol fails because of misbehavior from
players, it is possible to determine (or even prove the identities
of) at least some misbehaving players.

Traitor-tracing (e.g., [8, 9, 19]) is an extensively studied
form of accountability used in practice [37] to identify players
that collude to create pirate decryption capabilities. Account-
ability can also, however, involve identifying corrupted play-
ers in BFT consensus [20, 56, 67], demonstrating subverted
setup of cryptographic protocols [1], identifying unauthorized
access or handling of data [24, 31, 48], and so forth.

Traitor-tracing schemes in particular have seen some adop-
tion in practice. But they have proven fragile in the wild [37]
(and often only allow accountability / tracing by a trusted
entity with a secret tracing key). Beyond traitor tracing, ac-
countable protocols have seen little uptake in practice.

Current approaches to accountability have two notable
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drawbacks. First, they require purpose-designed protocols,
i.e., protocols that include accountability mechanisms by de-
sign. For example, traitor-tracing systems assign different sets
of decryption keys to different players. Thus accountability
mechanisms cannot easily be added to existing systems. Sec-
ond, nearly all accountability protocols specifically assume
that failures can be attributed to corrupted players. They are
inapplicable in the common case where security failures are
instead the result of faulty protocols or bugs and there may
not exist identifiable corrupted players.

Our goal in this work is to introduce an alternative frame-
work for accountability that addresses the limitations of prior
schemes and is more broadly and practically deployable.

1.1 Superclass Accountability
We introduce a new, broader notion of accountability that
we call superclass accountability. Our goal is not to blame
corrupted players or instances of misbehavior by corrupted
players, as in standard notions of accountability [49]. Instead,
our goal is system-level accountability—meaning proof that a
system’s security model has been violated, in the sense that an
adversary exists with capabilities outside the model. We refer
to such an adversary as a superclass adversary, meaning that
it is more powerful than defined by system’s security model.

Suppose a protocol π is designed for security against ad-
versaries in a class A. Achieving superclass accountability
with respect to π and some superclass A∗ ⊃ A then means
the following. If the adversary A happens to be within the
class A∗ \A instead, then it is possible to generate a proof of
this fact that will convince a third party verifier Judge. The
proof does not need to specify the capabilities of A , nor which
players are involved in realizing A .

A superclass adversary A could be one that has corrupted
players more aggressively than expected (e.g., corrupted t +1
players when security assumes at most t players). But it could
equally well be that A can exploit a system or protocol bug,
e.g., can break the isolation of a TEE through a side-channel
attack—and may not correspond to any particular player.

Superclass accountability is weaker in one sense than stan-
dard accountability: It does not aim to blame corrupted play-
ers. But it is at the same time stronger, in that it can cap-
ture a broader range of system failures, and can moreover
work directly with existing systems. It is consequently more
amenable to practical application than standard notions of
accountability, as we show in this work.

1.2 Sting Framework (SF)
To realize superclass accountability for a range of protocols,
we introduce an approach that we call the Sting Framework
(SF). As an approach to proving the existence of superclass
adversaries, SF has several key properties: (1) SF is applica-
ble to a wide range of protocols; (2) SF can in many cases

Prover P

Sting Enclave

Judge

subversion
oracle O

target application

1 Stinger S

4 “Generate proof", s

5 Proof of existence of O

2 Stinger S

6 Proof of existence of O

3 Leaked data s

Figure 1: Basic sting protocol flow for proving a superclass
adversary’s ability to violate target-application confidentiality.
A prover P interacts with the Sting Enclave to obtain a stinger
S. P then sends it to a target application, and uses a subver-
sion oracle O to retrieve a secret s derived from S (such as
decrypting S). Importantly, the secret s should only be known
to the target application and the Sting Enclave. Therefore,
when the user sends s back to the Sting Enclave, if s is correct,
it would prove to the Sting Enclave that there exists some
subversion oracle O. The Sting Enclave can then generate an
attestation that O exists, which P can send to other parties.

generate publicly verifiable proofs; and (3) SF requires no
modification to existing protocols.

SF assumes that a superclass adversary A is realizable
through an interface to abuse a target protocol, called a sub-
version oracle O. A subversion oracle could represent any
of a number of ways that a system is exploited: It could be
a paid dark-market service, a private service stood up by an
adversary, or a functionality created by a white-hat hacker
to prove the existence of an exploit. SF may be applied to a
given O independently of how O is realized by adversaries.

Figure 1 depicts the general flow for proving the existence
of a superclass adversary that violates a confidentiality prop-
erty. (SF can also be applied to attacks on protocol integrity.)

In SF for confidentiality, a user / prover P who has access
to O seeks to generate a proof of the existence of O—and
consequently of a superclass adversary A . To do so, P relies
on a trusted third party (TTP). For the applications we propose
in this paper, this trusted third party will be a TEE—we will
refer to it as the Sting Enclave. However, the TTP could also
be a standalone trusted entity or an MPC committee.

The key idea in SF is for P to use the TTP to generate
a specially crafted protocol input S called a “stinger”1. S
contains encrypted data s to which no one should have access
given the existence only of “expected” adversaries A ∈ A. P
then uses O to gain access to the secret s, which P then uses
to prove the existence of a superclass adversary A ̸∈ A.

A simplified application example helps illustrate the idea.

Example 1 (SF for private contact-discovery). Consider a
private contact-discovery service Contact. It enables users
to discover contacts in their contact lists that are also fellow
users of a messaging app such as Signal [55]. The security

1The term “sting” in SF refers to the idea of a “sting operation”.
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model for Contact assumes that adversaries cannot directly
read private contact lists. Call this class of adversaries A.

Suppose, however, that Contact has a critical vulnerability
and someone has created a dark-market subversion oracle O
that leaks users’ contact lists. Thus there exists a superclass
adversary A ̸∈ A that can directly learn private contact lists.

A user / prover P with access to O can prove O’s existence
as follows (with a number of omitted details). P obtains a
stinger S from a Sting Enclave consisting of a secret contact
list s that is input—in encrypted form—into Contact. P calls
O to learn s. P then reveals s to the Sting Enclave—proving
her ability to extract s.

An attestation from the Sting Enclave that P can learn s
is itself a proof of existence of a superclass adversary A ̸∈ A
because the existence of O implies such an A . (More precisely,
A ∈ A∗ \A for an adversarial superclass A∗ that depends on
details of the SF protocol.)

Observe that the standard notion of accountability is not
applicable here. There may be no specific player(s) executing
the protocol for Contact that can be blamed for the existence
of O. Moreover, if adversaries make only clandestine use of
O, there may be no visible evidence that Contact is broken—
and thus no way for honest users outside dark markets even
to know that an accountability protocol should be invoked.

1.3 Target Applications
In this work, we show how SF can provide superclass
accountability—with no application-level modification—for
several popular applications. We implement and experimen-
tally validate SF systems for two of them:
• Tor: We introduce an SF system for proving the existence of

an adversary that can break Tor, in the sense of identifying
the website visited by a targeted Tor client. An example
application of our SF system would be publicly verifiable
whistleblowing in the case of, e.g., an intelligence agency
attacking Tor successfully [65].

• Block-building: Construction of blocks in Ethereum is in-
creasingly performed by entities, known as builders, who
must enforce confidentiality on input transactions (to pre-
vent arbitrage attacks). TEEs are a recently adopted ap-
proach to securing builder infrastructure. We show SF en-
ables proof of confidentiality failures in TEE-based builder
infrastructure, e.g., [7]. The ability to prove the existence of
such leakages will build trust in the builder market, which
is necessary for its decentralization [84].
For other applications where experiments would be less in-

formative, we outline SF-system constructions. These include
private contact discovery, and private ad auctions.

While our focus in this paper is on confidentiality, to show
that SF also applies to adversaries breaking other forms of
security, we also discuss how SF can be applied to show
violations of integrity properties on blockchain transaction
ordering [14, 15, 44, 45], and malicious behavior in auctions.

SF proofs for the applications we consider are publicly
verifiable. In addition to ensuring strong transparency, public
verifiability can support trustworthy bug-bounty programs—
an important goal given frequent reports of bug bounties going
unpaid [83]. Public verifiability can in principle support even
automated bug-bounty smart contracts on blockchains [11].

1.4 Contributions
Our summary contributions in this work are:
• Superclass accountability: We introduce and define a new

notion of accountability, superclass accountability, with
broader application than traditional notions (Section 2).

• Sting Framework (SF): We introduce a framework for super-
class accountability (Section 2) that: (1) Applies to a wide
range of protocols, (2) Generates publicly verifiable proofs,
and (3) Requires no modification to existing protocols.

• Practical applicability of SF: We demonstrate the broad
range of uses of SF by discussing its use to prove confiden-
tiality breaches (Sections 3 and 4) and integrity breaches
(Section 5) across a range of practical applications, includ-
ing Tor, block-building infrastructure, ad auctions, and fair
transaction-ordering systems.

• End-to-end implementations: We implement and experi-
mentally evaluate SF systems for Tor and block-building
infrastructure. We provide an application agnostic interface
for easier development of Sting protocols. (Section 6).

2 Sting Formalism

Basic setup. Let κ denote the system security parameter. We
adopt the standard Interactive Turing Machine (ITM) ap-
proach to model protocol execution [16]. Informally, each
party is modeled as an ITM, and a protocol details how par-
ties interact with each other. Execution (including message-
sending between parties) is handled by a special environment
machine Z(1κ). An adversary A interacts with Z to receive
information about and control specific parts of the execution,
according to pre-determined constraints. While nodes are
often individually categorized into “honest” or “adversarial”
(with honest nodes following the protocol faithfully and ad-
versarial nodes being under the control of A), we refrain from
following this convention in the case of sting protocols in
order to allow for broader classes of corruption (for example,
the corruption of only a specific sub-routine but for all nodes).

An ideal functionality abstracts out the required goals of
the system in an “ideal” world, while a protocol details the
real-world interaction between parties. We consider func-
tionalities between a set of n parties. Inputs to the parties
(often from clients) are modeled as provided by Z. We use
EXECπ(A ,Z,κ) to denote the random variable for the ex-
ecution of protocol π with environment Z, and adversary
A ; each view in its support completely defines an execution.
OUTU (view) denotes the output of party U in view. Security
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is now defined as follows: A protocol π is said to emulate
ideal functionality F w.r.t. A if for all A ∈ A, there exists
an efficient simulated adversary S such that for all Z, the
ensembles EXECπ(A ,Z,κ) and EXECF (S ,Z,κ) are indistin-
guishable. For environment Z and ITM U , let ZU denote the
new environment which incorporates U within Z although
for simplicity, we may still refer to U as a separate party.

We now formally define sting protocols below. Recall that
we are interested in proving the existence of a “superclass”
adversary—i.e., one that belongs to a more powerful class
than the one originally considered for the protocol at hand.

Definition 1 (Superclass Accountability / Sting Protocol).
Consider adversarial classes A and A∗ with A ⊂ A∗. Con-
sider an ideal functionality F and a protocol π which emu-
lates F w.r.t. A. A sting protocol for (F ,π,A,A∗) is a tuple
(P ,Judge) where P is an ITM (we call P the prover) and
Judge is a deterministic algorithm satisfying the following
for all sufficiently large κ:
• (Completeness) For all (A∗,Z) where A∗ ∈ A∗ \A, except

with negl(κ) probability over view←$ EXECπ(A∗,ZP ,κ),
it holds that Judge(1κ,OUTP (view))⇒ 1.

• (Soundness / No Framing) For all ITM P ∗ and all
(A ,Z) where A ∈ A, except with negligible prob-
ability over view←$ EXECπ(A ,ZP ∗ ,κ), it holds that
Judge(1κ,OUTP ∗(view))⇒ 0.

We can relax these to ε-completeness and ε-soundness, i.e.,
the properties hold except with ε = ε(κ) probability. We allow
for any ε satisfying ε(κ)< 1/2−κ−c for a constant c > 0.

Setting for confidentiality applications. Looking ahead, we
will be particularly interested in the following setting: the
superclass adversary is able to learn some leakage s, which
cannot be learned by an adversary in A. We model this leakage
through a subversion oracle O which is accessible to the
superclass adversary—a very general model that does not
require specification of how the superclass adversary actively
learns the secret. Concretely, we model A∗ as the class A but
also with access to O; we write A∗ = AO .

The goal now for a sting protocol is essentially to prove
existence of O. The protocol will be carried out by any P
who has access to O. Notably, in many practical examples,
the prover may actually be a party corrupted by the superclass
adversary—a whistleblower of sorts. As an example, the party
may only have access to O due to being part of a collusion.
Here, we need to assume that the corrupted node can still
spawn the code for P as a sub-routine not corrupted by A .
This models a realistic scenario where even a node operator
corrupted by the adversary can run a different machine to
perform the sting protocol without alerting the adversary.

2.1 Formalism Implications
Adversarial detection of sting protocols. It is natural to
think that a sting protocol’s execution must not be detectable

by A∗ ∈A∗ \A in order to be performed successfully. Indeed
if it can be detected whether a sting protocol has been initiated
by P , then it can modify its responses to prevent the sting pro-
tocol from succeeding. As an example, for our confidentiality
setting, the subversion oracle O may refuse to respond when
it detects an ongoing sting protocol.

Even so, notice that the sting protocol could be run repeat-
edly (as independent instances) until it is not detected and
a valid sting proof is obtained. In essence, a sting protocol
will still work even if it is sometimes detectable, but this may
affect its efficiency.

Undetectability is partially captured within the complete-
ness notion—if A∗ is able to detect a sting proof attempt by
P with probability ε, and e.g., stops the protocol, then P ’s
sting protocol will succeed with probability at most 1− ε,
i.e., it cannot be (ε′ < ε)-complete. At the same time, false
positives should also be minimized—in that light, we define
undetectability below as the adversarial advantage in the game
for detecting sting attempts.
Definition 2 (ε-Undetectability). Let (P ,Judge) be a sting
protocol for (F ,π,A,A∗). We say that (P ,Judge) is ε-
undetectable if for any A∗ ∈ A∗ \A, no PPT distinguisher
can distinguish between the ensembles EXECπ(A∗,Z,κ) and
EXECπ(A∗,ZP ,κ) with probability more than ε.

We provide more details on undetectability, with a particu-
lar focus on our setting, in Section 3.2.1.
Reducing completeness error. Running multiple protocol
instances also enables the amplification or boosting of a sting
protocol with ε-completeness error to one with negligible er-
ror. In general, if (P ,Judge) has completeness error ε, then
(Pℓ,Judge), where Pℓ runs P internally ℓ times (can be paral-
lelized), will have completeness error εℓ. There does however
exist a practical trade-off between the efficacy of a sting pro-
tocol, and the time (and often cost) it takes to generate a valid
proof—undetectability is concretely relevant for this as we
discuss in our applications in Sections 3.
Reducing soundness error. Generic soundness amplifica-
tion is trickier since it requires some notion of sequentiality
to be enforced among the rounds. Fortunately, for our sting
protocols in particular, we can amplify soundness by enforc-
ing sequentiality in a non-black-box way, through the Sting
Enclave. We provide details in Section 3.2 and Appendix A.

3 Sting Protocols for Privacy Leakage

We consider two broad categories for sting protocols: ones
for proving privacy leaks (this section and Section 4), and
ones for proving integrity violations (Section 5). Our sting
protocols differ substantially for these two settings.

This section provides a general structure of sting proto-
cols for proving leakage of private secrets. We later detail
practical examples—on Tor (Section 4.1), block-building in
blockchains like Ethereum (Section 4.2), and Signal contact
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discovery (Section 4.3). We also provide implementations for
the first two, and analyze them experimentally in Section 6.

3.1 Motivation and General Framework
Consider a protocol π among n nodes where a secret s is
kept hidden from individual nodes (or more generally from
adversary A from a presumed class A). What if A happens
to be in a more powerful class, i.e., a superclass A∗, and can
therefore learn s? Our goal in this section is to investigate
general techniques to publicly prove the existence of such
a superclass adversary that can learn s (or more generally
L(s) for some leakage function L). A core requirment for us
is to be able to work within existing systems—i.e., without
requiring any protocol modifications. Note that these proofs
will not require that s was actually leaked—although it may
have been—only that such an A exists.

An important observation that ultimately motivates our
approach is that there are settings where it is possible to show
the presence of a leakage, but impossible to identify exactly
which parties were responsible for it. Consider the following:

Example 2 (Secret Sharing). In the (t,n)-secret-sharing set-
ting, n parties hold shares of a secret s such that any t of them
can reconstruct the secret, but any malicious coalition smaller
than t will learn no information about it. In typical construc-
tions (such as a commonly-used one from Shamir [66]), a
t-sized coalition can recover not only the secret, but also the
shares of other parties. Even if the secret s is leaked, it is
not possible to identify responsible parties, i.e., individual
accountability is not feasible. Still, we would like to show
here that e.g., “something has gone wrong.”

More broadly, a natural question is how to equip a
whistleblower—who knows of a subversion scheme to leak
secrets—to prove this fact. While new cryptographic primi-
tives could be explored to offer accountability for individual
parties, the settings for these are typically limited, and fur-
thermore, it is challenging to retrofit them to existing systems,
both for efficiency and complexity reasons.

While individual accountability can often be infeasible, on
the flip side, simply showing knowledge of a leaked secret s
(through e.g., proofs-of-knowledge (PoKs)) can be insufficient
for many real-world applications, and especially the ones we
consider. In some settings, vanilla PoKs do indeed trivially
provide superclass accountability—as an example, some cryp-
tographic protocols use a trusted setup phase that generates a
persistent secret s which, if leaked, breaks the protocol; here,
proving knowledge of s effectively shows a malicious setup.
The sting setting. But, as we shall see, in many systems, we
want to protect against s being leaked within the protocol, even
though it is presumed that s is already known to some party—
typically the end user. Our focus is on these settings. Take, for
instance, our Signal use-case from Example 1. Here, s is the
contact list of the user U—who of course knows it because

she created it. This means that a simple PoK will not suffice
to demonstrate existence of a superclass adversary, since (a
malicious) U could on her own act as a prover P to complete
the PoK for s, even if there is no superclass adversary.

Proving superclass adversaries here requires interaction
from the prover P to inject specially crafted inputs to the
system—hence the term sting, signaling the sting operation
carried out by P to detect malicious behavior.

Detecting active exploitation of secrets. Suppose that a su-
perclass adversary A ∈ A∗ has the power to learn a secret s.
But what if A either does not reconstruct s or does not make
further use of it? Standard security definitions still consider
such an A to have broken privacy and “won” the security
game—a conservative, yet reasonable worst-case way to de-
fine adversarial success. In real-world scenarios however, ad-
versaries of concern are typically ones that take further action.
A might use s itself or even e.g., sell generalized access to
secrets in a dark marketplace—i.e., actively leak secrets.

Sting protocols hinge critically on this distinction between
an adversary that has broken protocol privacy in the standard
sense and one that actively uses or leaks secrets. In the latter
cases, sting protocols will allow any party P with the ability
to learn s—for instance, knowledge from the aforementioned
dark marketplace—to whistleblow or prove this publicly.

In fact, this P could even be a sub-entity within A—for
instance, one party within a set of colluding protocol nodes. In
practice, A is seldom the monolithic entity typical in crypto-
graphic modeling, and instead, is likely comprised of distinct
entities, with potentially competing interests. Viewed another
way, sting protocols can facilitate defection within a collusion.

Modeling leakage through a subversion oracle. We model
active adversarial leakage of secrets through a generic sub-
version oracle functionality O. Abstractly, this allows us to
generically model leakage without requiring to know the ac-
tual cause—this models not only corruption of players, but
also to other factors, such as implementation level bugs or
side-channel attacks. For now, suppose that querying O fully
leaks the secret s to the caller. We will consider more general
types of leakage later (see Section 3.3).

For the rest of this section, we consider a specific superclass
A∗ which is similar to A except that now, the adversary also
has access to O—and can therefore learn s. In effect, the sting
protocols will be carried out by any P who also has access to
this O in order to publicly prove its existence. Section 4 illus-
trates how even this simple model for a superclass adversary
captures a wide range of applications.

3.2 Protocol Design

Basic structure. Our sting protocols for showing privacy
leakages employ an instantiation of an ideal trusted party—in
the examples we explore, through a trusted hardware enclave
such as Intel SGX [21]. We refer to this functionality used by
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the prover as the Sting Enclave, or simply enclave where it’s
clear from context.

The outline of our basic sting protocol is conceptually sim-
ple. At a high level, the Sting Enclave is first used to generate
a stinger S using a random secret input s, which will then
be used by P within the target protocol or application π, for
which we aim to construct a sting protocol.

The stinger S hides s so that it will be unknown to anyone
without access to subversion O—this provides soundness
against a malicious prover. P will now use its access to O
to retreive s, and show this to the enclave, which verifies
correctness. Later in this section, we elaborate on how to
handle a general leakage L(s) provided by O. Now, upon
verification of s, the enclave can further generate a signature of
this fact, which can be checked publicly and without requiring
private state—including by a smart contract—through the
enclave’s remote attestation functionality [21, 75]. We use
Judge to denote this public verification process.

While the above outline is simple, as we will see, there are
several nuances that come into play when concretely design-
ing sting protocols.
Communicating with target applications. Cryptographic
protocols typically assume secure communication channels
between participants, although this is often abstracted out
from the model. Our sting protocols rely on such a secure
channel—in fact, constructing the stinger will explicitly de-
pend on the details of the channel.

To illustrate why, notice an apparent conflict between the
requirements for stingers. While the stinger S needs to hide
the secret input s (from the prover), it still needs to maintain
the input format expected by the application (otherwise a
superclass adversary could easily detect the sting attempt).
Intuitively, we get around this by having the Sting Enclave
control the secure channel (instead of P ), and “injecting” the
secret input directly into the channel—this will be our stinger.

As a concrete example, consider communication in practice,
which is typically encrypted with TLS. In this setting, we will
have the Sting Enclave control the TLS session key. The
enclave will now encrypt s (with the appropriate TLS cipher)
to obtain the stinger S, which can be given to P without
revealing s. Effectively, in this communication, P will simply
serve as a forwarder for the enclave’s stinger.
Why the enclave? Notice that a standalone verifier can itself
generate the stinger, without use of the enclave—the sting
protocol can be thought of as an interactive proof between a
prover P and verifier V , where P is tasked with proving in-
formation leakage from the protocol π (modeled here through
O) given a stinger from V . Such a design however, only con-
vinces V , and not any public party. Using an enclave allows us
to prove leakage—including partial—publicly and practically.
Furthermore, deploying a Judge smart contract as a public
verifier enables automated disbursement of bug bounties.

There is a separate concern however—since P should not
know s (without O), it would need to sample S without know-

ing s. In most cases, this should not be possible with a single
prover entity without e.g., a trusted third-party. As an exam-
ple, when using a secure channel which uses a semantically
secure encryption scheme, it should not be feasible to gener-
ate a valid stinger. While, a separate committee could emulate
the role of the generating the stinger, this committee itself
would need to be e.g., majority trusted without the possibility
of a superclass adversary within its own ranks.

Nevertheless, we find an interesting insight in the case
that the target application also uses a TEE—we call this the
double-TEE setting (see App. B.1).

3.2.1 Constructing Stingers

We now describe a framework for constructing stingers. Our
general finding is that in practice, the process intrinsically
depends on the target application. Still, we seek to capture its
essence in this section.

Basic model. Let χ denote the distribution of regular user
inputs (which may be unknown). For the sting protocol, the
enclave will instead sample s from an estimated distribution
χ∗. Ideally, χ∗ should sufficiently approximate χ so as to make
the sting attempt undetectable to the application—this affects
the number of rounds required for a valid proof. Choosing χ∗

appropriately will be specific to the target application.
The stinger S will be a (typically keyed and randomized)

function F(s) of the secret input s—recall that in our context,
S will be e.g., the TLS encryption of s, with the session key
being held inside the Sting Enclave. More generally, we can
define soundness of the stinger S as follows:

Definition 3 (Stinger soundness). The stinger generation is ε-
sound if for any (adversarial) prover P ∗, the following holds:

Advχ∗,F
snd (P ∗) = Pr[(P ∗(S)→ s′) = s | s←$ χ

∗;S←$ F(s)]< ε.

Let AdvF
inv(P ∗) denote the same as above except that s is

sampled uniformly at random from the domain of χ∗—this
is essentially the advantage of inverting a random input to F .
Note that for our sting protocols, since we use an encrypted
channel to communicate s to the target application, F cannot
be inverted except with negligible probability.

Lemma 1. Advχ∗,F
snd (P ∗)≤ AdvF

inv(P ∗)+ tvd(χ∗,U|χ∗|) where
tvd denotes the total variation distance and U|χ∗| is the uni-
form distribution over the domain of χ∗.

Note that since the distance is with the uniform distribution,
the tvd term here can also be bounded by 2−h where h = Hχ∗

min

denotes the min-entropy of χ∗.

Undetectability. In addition to soundness against an adver-
sarial prover, we want to ensure that the input generated for
the sting protocol appears to come from the true user distribu-
tion. In other words, this would make the sting attempt unde-
tectable to the target application. In our model, observe that
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undetectability is nothing but the advantage for distinguishing
between χ and χ′—this can be bounded by tvd(χ,χ∗).

In general, using a good estimate χ∗ for the user distri-
bution χ is a highly application-dependent and sometimes
challenging problem. As an illustration, in our sting proto-
col for Signal contact discovery, we were unable to generate
fully functional phone numbers inside the SGX enclave—a
limitation that fundamentally influenced our protocol design.

Happily, sting protocols can be constructed even for ε-
undetectability with large (constant) ε—although at the cost
of potentially high sting-protocol round complexity.

Theorem 2 (Number of rounds). Consider a sting protocol
with χ,χ∗ as above, and assume that the stinger channel F
was perfectly non-invertible. If we require εc-completeness
and εs-soundness, then running n rounds is sufficient with

n >
−12ln(ε) ·max{1− p,1− r}

(1− p− r)2

where ε=max{εc,εs}, p= tvd(χ,χ∗), r = tvd(χ∗,U|χ∗|), and
(1− p− r)> 0 holds.

In a simpler setting where O provides no output instead
of an incorrect one when a sting attempt is detected, we can
take p = 0.

Sources of entropy. It is easy to see that a sting protocol
is inherently limited by the entropy of χ. This χ however,
models the entire user input string, including e.g., metadata,
signatures etc., which can provide additional entropy to what
comes solely from the raw input. For instance, in our block-
building application (Section 4.2), we use the signature on
the sting transaction as a source of additional entropy.
Effectively tying together multiple rounds. When using
multiple rounds for soundness amplification, it is imperative
to ensure that the prover submits the outputs of all rounds—
otherwise, e.g., a malicious prover could run more rounds and
only submit the output of the ones it succeeds in (see App. A).
Soundness amplification is simple to do in our protocol de-
sign by enforcing sequentiality through the Sting Enclave. In
particular, the Sting Enclave generates the stinger for a round
after the prover submits the output for the previous round.

3.3 Extensions
3.3.1 Partial Leakage

We now consider a generalization where the leakage given by
the subversion O is only partial. We look at two complemen-
tary axes which can be easily combined: (1) O outputs only
with probability ρ; (2) O outputs a randomized leakage L(s).

(1) If O provides an output only with probability ρ, then
by using ℓ rounds, it is easy to see that we get a sting protocol
with completeness error (1−ρ)ℓ. This works perfectly if the
only requirement is to prove existence of a superclass adver-
sary that has access to the leakage—in fact, the Sting Enclave

only needs to verify the output of a single round. However, it
can affect soundness if we aim to explicitly show existence
of a superclass adversary with the particular probability ρ

of leakage. We see this in our Tor application (Section 4.1),
where superclass adversaries with differing powers can be
considered depending on what fraction of the network they
control. Here, a malicious prover could attempt to show exis-
tence of a stronger superclass adversary than is the case.

To handle this, notice that the success for each round fol-
lows a Ber(ρ) distribution when O outputs with probability
ρ. In this abstraction, a malicious prover is effectively trying
to convince the Sting Enclave of distribution Ber(ρ′) (with
ρ′ > ρ) instead of the actual distribution Ber(ρ). The solution
is effectively a distribution testing problem—by running n
rounds of the protocol (and essentially obtaining n samples
for a distribution Ber(λ) for unknown parameter λ), the Sting
Enclave will test whether λ = ρ or not. This takes O(1/δ2)
samples when the acceptable range is |ρ−λ|< δ.

(2) Now consider the case that O outputs a (possibly ran-
domized) leakage L(s) and let D and R denote its domain
and range. Intuitively, here, the sting prover claims to have to
access to L(s); it is now up to the Sting Enclave to determine
whether or not this is true. This turns out to depend on how
easy it is to simulate the output of L without access to s.

Define L to be δ-unsimulatable if there exists a PPT dis-
tinguisher D, which given s and with at most 1 query, can
distinguish, L(s) from the output of any PPT adversary B
(without access to s) with advantage at least δ. In other words,∣∣∣Pr[DL(s)(s)⇒ 1 | s←$ D]−Pr[DB(s)⇒ 1 | s←$ D]

∣∣∣≥ δ.

Notice that the distinguisher D is tasked with the following:
Given a description of L , it needs to distinguish whether an
input value provided to it came from L(s) or from a different
(sufficiently far away) distribution. This is exactly the identity
testing problem studied extensively in the property testing
literature [17]. The exact number of samples (or rounds in our
case) needed depends on the skew of the distribution with the
worst case being roughly O(

√
|D|).

In the sting setting, P wishes to prove that the leakage it has
access to (using O) has distribution L(s). The idea is that the
Sting Enclave runs the distinguisher D to ascertain whether
the leakage shown comes from the claimed distribution.

When L is δ-unsimulatable, then one run of the sting pro-
tocol has soundness error 1−δ. Therefore, running the pro-
tocol ℓ times will get soundness error (1− δ)ℓ. Concretely,
if we require soundness error ε, and we have an L that is
δ-unsimulatable, then we need ℓ= log(ε)/ log(1−δ) rounds
when δ ̸= 1 and 1 round when δ = 1.

3.3.2 Early Leakage

Consider now, a setting where the application guarantees pri-
vacy only temporarily—that is, all parties will eventually learn
the secret s in a normal execution of the system. This is a com-
mon design in practice—for example, an auction where bids
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are kept secret until all bids are received, or a blockchain
where transactions are only revealed after ordering [14, 27].
Here, a prover needs to show the Sting Enclave that the leak-
age it obtained was not part of the eventual public reveal.

This is simple to do in a case where the secret is always
revealed after time t—the sting proof now needs to be com-
pleted within this time. Note that this is practically realizable
since SGX enclaves are equipped with local timers.

However, in some settings—most notably our block-
building application—the secret s may be publicly revealed at
an unknown time. In this case, the previous protocol general
structure may no longer work. Instead, we will take the follow-
ing intuitive approach: the sting prover will use its knowledge
of the leakage to perform a publicly verifiable action (on,
e.g., a blockchain) which can at any later point establish the
causality between the prover’s leakage and the eventual public
release. We give concrete details in Section 4.2.

4 Confidentiality Applications

4.1 The Tor Network

Background. Our first application is for Tor [25], which en-
ables users to communicate with websites anonymously by
routing their requests through a randomly chosen path or cir-
cuit of intermediate relay nodes (run by volunteers around
the world) in the network. Tor’s design ensures that no relay
simultaneously knows the original source and the final destina-
tion of the request—each relay is only aware of its immediate
neighbors in the communication path. Theoretically, as long
as one circuit node is honest and not colluding with others, the
privacy of the user’s website access is maintained. Typically,
at initialization, a 3-length circuit (i.e., 3 intermediate nodes)
is chosen to balance anonymity and latency.

However, Tor’s privacy can be compromised if a superclass
adversary controls a significant number of network relays
or observes the traffic between them, potentially linking the
data’s source to its destination. In this section, we show a sting
protocol for demonstrating the existence of such an adversary.

Sting protocol design. To begin, we consider a superclass
adversary that can fully deanonymize any user’s network
destination—the leakage here is captured using the oracle O.

Our sting protocol follows the general structure described
earlier. First, the Sting Enclave samples a random destination
website (which remains hidden from the prover), and gener-
ates a private Tor circuit (the “stinger” circuit) to visit the
website. For this, the Sting Enclave runs a standard Tor client
within it; we will work with the default 3-hop circuit.

An important note here is that the initial hop (i.e., the first
relay node) is already observable by the prover P by simply
observing the enclave’s outgoing traffic. As a result, the secret
s—which P wishes to demonstrate access to—corresponds to
the latter two hops of the stinger circuit. P , using its access to

O, now retrieves the stinger circuit; for simplicity, we assume
that O enables access to the entire circuit (partial leakage can
be handled as discussed in Section 3.1). This is then shown
to the Sting Enclave, which provides a signature (for public
verification by Judge) after checking correctness.
Analysis and discussion. Observe that the efficacy depends
on the undetectability of the sting protocol, i.e., how easy it
is for the adversary to detect an ongoing sting attempt. We
make the sting attempt difficult to detect as follows: (1) first,
by running a standard Tor client within the Sting Enclave, we
mirror the execution trace of a regular user; (2) second, we
can sample the destination website from a typical distribution
for websites accessed through Tor (c.f., [54] which suggests a
power-law distribution). Note that whenever the sting attempt
is not detected, for the above O, the protocol always succeeds
(i.e., completeness holds with probability 1).

For soundness, we need to prevent a malicious prover from
convincing the Sting Enclave of a sting proof without hav-
ing access to O. If relays were sampled uniformly at random
to form the circuit, the probability of of randomly guessing
the circuit correctly is 1/

(n
2

)
where n is total number of Tor

relays (since the prover will always know the first “entry”
node). However, in practice, circuit selection is based on the
bandwidth of relays—those with higher bandwidth are more
likely to be chosen. Based on experimental analysis [34, 63],
in practice, the probability of correctly guessing the circuit
may in fact be closer to 1/300 or 1/500. Still, the protocol
can easily be repeated multiple times to achieve the required
soundness level. Note that we need to ensure sequential execu-
tion between attempts—this is easy to do by having the Sting
enclave generate new stinger circuits only after a response is
received from the prover for the previous execution.

Even if the prover itself controls Tor nodes and can
deanonymize the sting circuit using this power, this is no
different than it itself being a superclass adversary (or having
access to O)—in either case, the sting proof will be valid.
Proving weaker superclass adversaries. We could also
consider “weaker” superclass adversaries that only control a
fraction α of e.g., the total relay bandwidth and can therefore
deanonymize only some circuits. To show the presence of
such an adversary, we will again need multiple stinger circuits
as we discuss below—the approach follows our discussion on
partial leakage from Section 3.1.

A concern here is the soundness error—a malicious prover
could attempt to show existence of a more powerful superclass
adversary (i.e., one that has corrupted a larger fraction of
Tor bandwidth) than is the case. This can be done by the
malicious prover restarting the Sting Enclave, and requesting
a new stinger until it receives one that it can deanonymize. To
get around this issue, the Sting Enclave will generate several
stinger circuits sequentially, and ask for deanonymization by
the prover. Recall that this is effectively distribution testing
for Ber(p = α2). If the true distribution is Ber(β2) (i.e., the
superclass adversary controls β fraction of the network), and
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the claimed distribution is Ber(α2), this can be distinguished
using O(1/δ2) stinger circuits (where δ =

∣∣α2−β2
∣∣).

4.2 Block-Building in Blockchains

Background. In blockchains, transactions sent by users get
added to the blockchain ledger by block proposers (e.g., Bit-
coin miners, or Ethereum validators). Proposers have absolute
authority on deciding the transactions and their order within
a block; being profit-maximizing, they aim to construct the
block most profitable to them. This involves not just trans-
action fees, but more complex strategies captured under the
umbrella term maximal extractable value (MEV) [4, 23, 62]
that exploit the proposer’s ordering authority.

The rise of decentralized finance, however, and the resul-
tant added complexity of crafting the most profitable block
has caused proposers to “sell” their ordering power by means
of a new division of labor [52, 82]—searchers who use spe-
cialized and often proprietary strategies to create profitable
bundles of user transactions, builders who aggregate multiple
bundles and compete to create the most profitable block, and
proposers, whose only task now is to choose the best block
and propagate it within the blockchain consensus protocol. Ef-
fectively, through searcher and builder competition, proposers
can now profit from their ordering power without having to
specialize in the complex strategies themselves.

Searchers leverage their exclusive access to specific user
transactions, as well as proprietary algorithms, to construct
profitable bundles. The profitability of searchers is crucially
dependent on the confidentiality of the contents of their bun-
dles during the builder aggregation phase. In particular, a ma-
licious builder who peeks at the contents of a bundle can steal
the exclusive user transactions contained within, manipulate
their order, or worse, exploit even the searcher’s transactions!
To enhance privacy guarantees provided to searchers, many
prominent builders have adopted secure environments for bun-
dle aggregation. For example, Flashbots (Ethereum address:
0xc83dad...0965D6) utilize Intel SGX for this purpose.

Privacy concerns for the SGX builder. In addition to con-
cerns about Intel SGX vulnerabilities, the complexity inherent
in the builder’s software and its seamless integration with
other system components also presents significant risks. In
fact, a recent incident highlights the risk magnitude: a soft-
ware glitch resulted in the leakage of bundle transactions,
which were then exploited, leading to a loss of $20 mil-
lion [47]. Similar vulnerabilities arising from discrepancies
between theoretical designs and actual implementations have
been identified in the literature [39, 43].

While we remain neutral on the ethical implications of
searchers—who may exploit ordinary users—being them-
selves exploited, it is undeniable that the searcher-builder
interaction has become a critical, load-bearing component
of the Ethereum ecosystem. We further note that even for

builders that do not use SGX, our sting protocol enables prov-
ing evidence of malicious behavior by the “trusted” builder.

Sting protocol design. The starting point is to observe that
a searcher’s transactions do not remain confidential forever—
they become public effectively as soon as they are sent to the
proposer. As alluded to in Section 3.3, the timed nature of the
setting creates a new obstacle especially because the public
reveal can happen at an indeterminate time—even the use of
a local timer within the Sting SGX Enclave does not suffice.

Instead, we employ a different approach—one that lever-
ages the public nature of the blockchain. Very roughly, the
prover will commit on-chain to its (early) knowledge of (the
secret) s, at most by the block that s is finalized in. Subse-
quently, the Sting Enclave, can now use this public blockchain
state, to verify early leakage of s.

For simplicity, suppose that the oracle O leaks every bundle
(and all transactions within) received by the SGX-builder;
partial leakage can be appropriately handled as in Section 3.

Now, the sting protocol works as follows: First, the prover
uses the Sting Enclave to create a stinger bundle S that en-
crypts a private transaction s; the bundle is sent encrypted
directly to the SGX-builder so that s is not revealed to the
prover. The Sting Enclave runs a standard, publicly known
searcher algorithm to generate the bundle transactions so as to
mimic the behavior of an ordinary searcher; this makes sure
that the sting bundle cannot be distinguished by a potentially
corrupted SGX-builder. Moreover, note that even if sampled
transactions have low entropy (e.g., to look real), note that the
transaction signature will provide enough entropy to prevent
a malicious prover from attempting a false proof by guessing
s (further, as standard, if the entropy is not sufficient for the
desired level of soundness, the protocol can be repeated).

Now, the prover uses its access to O to retrieve s, and in-
tuitively will create a new transaction t which contains a
commitment to its knowledge of s. This is done as follows:
Let C = Com(s;r) denote a cryptographic commitment to s
using randomness r. r′ = H (C) will now be used as the ran-
domness to sign transaction t, where the hash function H is
modeled as a random oracle.

Next, the prover goes through the standard searcher-builder
auction marketplace, and places the new transaction t in the
same or earlier block as s by paying a competitive bid. As
soon as both s and t are published on the blockchain, the
prover can open the commitment (by revealing r) to prove
knowledge of s to the Sting Enclave—since t was published
no later than s on the blockchain, this is sufficient to show that
the prover knew s prior to its public release. Concretely, the
prover will provide as part of the proof, r, t, and a finalized
chain containing t before or in the same block as s. The Sting
Enclave now checks the correctness as above, and issues a
signature which can be publicly checked by Judge.

We defer some subtleties and analysis to Appendix C.1.

9

https://etherscan.io/address/0xc83dad6e38bf7f2d79f2a51dd3c4be3f530965d6


4.3 Signal Contact Discovery
We now describe the sting protocol for private contact discov-
ery, as alluded to in Section 1.2.

Background. Signal is a messaging app well-known for its
prioritization of user privacy. In addition to providing end-
to-end encryption for user messages, Signal aims to provide
additional privacy by also hiding user metadata. One example
of this is its contact discovery protocol [55], which enables
a user to learn which of her contacts are also Signal users,
without the Signal servers learning her contact list.

To accomplish this, Signal makes use of an Intel SGX en-
clave. The contact discovery protocol is intuitively as follows:
the user sends her contact list to the enclave, which computes
its intersection with the set of all Signal users, and returns the
result to the user. Communication between the user and the
enclave is encrypted so that even the Signal servers cannot
eavesdrop on it, maintaining privacy of the user’s contact list.

Sting protocol design. We consider the presence of a subver-
sion oracle O that leaks the user’s entire contact list allowing
the superclass adversary to learn the user’s contacts (as be-
fore, partial leakage can be handled as in Section 3.1). As an
added obstacle, the subversion oracle is careful to not leak the
contacts list for a user it deems to be a sting prover.

A strawman sting protocol following our general structure
is now as follows: A prover P can create a new contact list
inside the Sting SGX Enclave, so that the list is even hidden
from P . The Sting Enclave registers a fresh user with Signal
with this contact list; now, if there is a subversion oracle O that
leaks the contact list, this can be shown to the Sting Enclave
which verifies the leaked contacts to complete the sting proof.

Practical constraints. We ran into some practical issues
with this design: First, what makes a contact list look “real”?
Arguably, if the Sting Enclave generated a list with random
phone numbers, this could be easily distinguished from a real
user’s contact list, thereby subverting the sting attempt. A sec-
ond challenge is that this design requires the new user’s phone
number to be “owned” by the SGX. We were unable to create
a fully functioning phone number inside an enclave that was
capable of performing the out-of-band authentication (OOBA)
required by Signal for registration and spam-prevention.

To solve the first problem, we ask P to submit a contact
list L to the Sting Enclave, which samples a portion of it for
Signal’s registration protocol. Our approach is for P to assem-
ble L by merging some of its own contacts with additional
degree-two contacts, i.e., contacts of its contacts (with their
permission). The goal is to simulate the new Signal account
being a new member of P ’s social circle. This would not be
the case if, for instance, the Sting Enclave generated random
phone numbers on its own to form L. Instead, we can leverage
a vast existing body of work on social-graphs [29, 51, 64, 77].
Although we leave the exact process as future work, from
L, the Sting Enclave sub-samples L′ to create the new user’s
contact list. L′ serves as the secret s for our sting protocol.

For the second problem, we let P control the phone number
N used for Signal registration by the Sting Enclave, allowing
P to perform Signal’s OOBA. Note that this still does not
allow P to learn L′. A concern remains that a malicious prover
could attempt to re-register the phone number on a different
device, and recover L′ using a backup. To prevent this, we
require the prover to enable the Signal functionality that cre-
ates a PIN for re-registration— this PIN will be chosen by the
enclave. We defer further details to App. C.2.

5 Sting Protocols for Integrity

We now illustrate how our sting framework captures a more
general framework beyond privacy leakages by showing sting
protocols for a number of integrity property violations.

General setting and intuition. Consider once again, a proto-
col π being run by a set of nodes. Suppose that π takes input
x and generates an output y that is publicly visible. For now,
although not important for our protocols, suppose that π has
a single input and output. Here, an integrity property P on
the output is a function of the form P(x,y)→ {0,1} which
outputs whether the property was satisfied. A common goal
now, is to ensure that P is satisfied.

This is trivial when P can be simulated without knowledge
of x. An example is when the only requirement on the output
is that it needs to be signed by a specified party—here, any
verifier can check P just using the public output y.

But often, it cannot be determined using y, whether or not P
was satisfied. A protocol π designed to guarantee P typically
makes additional assumptions on the participants (e.g., some
form of honesty). Here, if the assumption is broken, y may
no longer satisfy P, and there may be no way for a public
observer to recognize this. This illustrates a silent failure.

We aim to demonstrate sting protocols in this domain—
specifically, by injecting stinger inputs, we can prove viola-
tions of P. As we show, this allows detection of a number of
failures—even in centralized settings with a dishonest server.

5.1 Transaction Ordering Guarantees

Consider a system where users submit transactions, which are
then output as a public sequence according to the system’s
logic. This models a typical blockchain setting which acts a
sequencer for user transactions into a linearly ordered ledger.
Such a design can even model a centralized server (e.g., a
database) that processes user transactions in a sequence.

In the blockchain context, transaction ordering, i.e., the
order in which transactions are sequenced and executed by
the system, has been shown to be of high importance; ad-
versarial influence can cause exploitation of ordinary users
as well as overall system instability [23, 62]. As a potential
solution, a number of works [14,15,44,45] (among many oth-
ers) have proposed protocols that seek to reduce adversarial

10



influence by guaranteeing certain integrity properties on the
output transaction sequence. Still, all these protocols assume
for instance, honest majority among protocol participants. Fur-
thermore, simply looking at the output, one cannot determine
whether or not the ordering property was satisfied. In other
words, a violation of the protocol’s honesty assumption can
lead to a silent failure of the ordering guarantee.

We describe sting protocols for proving such violations.

Simplified setting. We model a centralized server which
processes transactions by first sequencing them. The server is
typically assumed to be honest here—our goal therefore is to
detect when the server misbehaves, i.e., when the output does
not conform to the ordering rule. As an example, suppose that
we want to enforce first-come-first-serve (FCFS) ordering;
we note that our protocol can be analogously transformed for
other ordering rules (e.g., [53]). In Appendix C.3, we provide
details on how to extend our protocol to a distributed setting.

Protocol details. The core idea is essentially to embed trap-
door information within a transaction, which can later be
revealed to demonstrate server misbehavior. Consider the fol-
lowing strawman: an informer submits a transaction A to the
server, and embeds a cryptographic commitment of the receipt
on this transaction from the server into a second transaction B
(in e.g., the randomness in the signature submitted along with
the transaction data). Now, if B gets ordered before A by the
server, the informer has convincing proof of misbehavior—all
it needs to do is to reveal the commitment. We note that even if
the server does not provide an explicit receipt for transactions,
an implicit receipt can be interpreted at the TLS network layer.
For this, the informer protocol will need to be run inside an
SGX enclave to ensure that the TLS transcript is not forged.

This sting protocol is always sound, but may not always
catch server violations, especially if the server manipulates
the ordering only in specific cases. Still, one can imagine that
the protocol can be run continuously, or by several users. Even
one server violation caught may cause sufficient harm to its
reputation of honesty detracting it from behaving dishonestly.

Tampering as a service. Apart from the server itself ma-
nipulating the ordering, a larger threat is the server(s) es-
sentially selling the rights to this manipulation on an open
marketplace—i.e., choosing the transaction ordering given
by the highest bidder. This is not a hypothetical scenario—it
already happens on blockchains like Ethereum [62,82], and is
a major reason that protocols with strong ordering guarantees
but requiring honesty assumptions are challenging to deploy.

We make the observation that the existence of such a mar-
ketplace would actually improve the efficacy of our sting
protocols. For one, the marketplace can function as a sub-
version leakage oracle—if user transaction details are leaked
through it to bidders, then an informer, posing as a bidder
could show this leakage similar to our protocols in Section 3.

Surprisingly, even if there is no leakage, such a marketplace
actually provides a unique opportunity for the sting protocols

to work by taking part in the manipulation. For instance, in
our previous protocol to show that the ordering between two
transactions was incorrect, the informer could directly effect
this change by going through the marketplace and buying the
rights to reorder transactions. In our modeling, this functions
essentially as a “tamper” instruction on the subversion service.
This can significantly improve the efficacy of our protocol.

As a general philosophy, sting protocols can help prevent
these “tampering as a service” marketplaces. If the seller
cannot distinguish whether the buyer is a “legitimate” party
interested in the tampering service, or an informer, then it may
become unprofitable for such a marketplace to be created.

Sting infrastructure as part of the server design. Remark-
ably, we can integrate the sting infrastructure within the server
itself, and allow the server to make claims about integrity prop-
erties, without the need for external users to carry out a sting
protocol—the idea is to have the server continuously attempt
to sting itself through a trusted component such as an enclave
within it. We provide details in Appendix C.3.

5.2 Malicious Behavior in Auctions

A second example is for detecting malicious auctioneer be-
havior in a second-price auction setting. While second-price
auctions are truthful—i.e., incentivize bidders to bid their true
value, a concern is that the auctioneer can improve its revenue
by maliciously posing as a bidder and bidding strategically.
This poses a problem even if bids are sealed. In fact, there is
evidence of similar behavior in the real world as brought to
light by the Justice department’s lawsuit against Google for
unfairly manipulating its ad auctions [58].

In Appendix C.4, we show a simple example of how a sting
prover, aware of such a manipulation, can prove it publicly.
The core idea is to use the Sting Enclave to generate a secret
bid b, and win the auction in a way that the bidder’s payment
could only have been influenced by an auctioneer’s fake bid.

6 SF Implementation and Evaluation
We design a concrete unified framework to aid in the develop-
ment of sting protocols for different target applications. For
concreteness, we use Intel SGX as the Sting Enclave TEE,
and an Ethereum smart contract as Judge—for proof final
verification, and release of any bounty. Algorithm 1 describes
the general interface. For different applications, the major
differences are in the stinger generation, and the required evi-
dence. Our prototype implementations leverage Gramine [76]
to run unmodified applications within SGX enclaves.

Sting enclave setup. The SGX Sting Enclave is initialized
with two identifiers: MRENCLAVE, which is the hash of its con-
tents (code and data), and MRSIGNER, which is the identity of
its creator. To enable sting verification, the Sting Enclave will
need to prove to the remote Judge contract that it runs the
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Algorithm 1 SF Implementation Pseudocode (Chronological)
1: ProvisionEnclave(C)→ (pk,report,sigIAS,certIAS): ▷ Sting Enclave
2: pkSting, skSting = EthKeyGen()
3: report = {MRENCLAVE, MRSIGNER, UserReportData=pkSting, . . .}
4: quote = QuotingEnclave(report)
5: sigIAS, certIAS = IAS(quote, report)
6: Seal(skSting)
7: DeployJudgeContract: ▷ initiator
8: Preapprove a list of MRENCLAVEs
9: Fund reward pool

10: RegisterEnclave(report, sigIAS, certIAS): ▷ prover
11: pkIAS = VerifyCert(certIAS, pkIntel)
12: pkSting, MRENCLAVE = VerifyAtt(sigIAS, report)
13: Require(PreApproved(MRENCLAVE))
14: Approve(pkSting)
15: GenStinger(C)→ β: ▷ Sting Enclave
16: Sample stinger from context C: S = Sample()
17: Send S to target application
18: Seal(S)
19: (optional) Leak backdoor β to prover
20: Leak data L from target application ▷ Subversion Oracle
21: MakeEvidence(L, β, C)→ E: ▷ prover
22: Locate stinger S in L (using β)
23: Assign evidence of S leakage to E
24: VerifyEvidence(E)→ (prf, sigSting): ▷ Sting Enclave
25: S, skSting = Unseal()
26: if Verify(S, E) then
27: prf = GenProof()
28: sigSting = Sign(skSting, prf)
29: CollectBounty(sigSting, prf, pkSting): ▷ Judge
30: Require(Approved(pkSting))
31: if VerifySig(sigSting, prf, pkSting) then Issue bounty

expected sting program within it; this is achieved via SGX’s
EPID-based remote attestation [41].

For this, the enclave will first need to be provisioned before
the protocol. In particular, the enclave generates a report of its
identity and state, signed by its private key, and submits this
to Intel’s Quoting Enclave (QE). The QE signs the report with
its EPID private key to create a quote verifying the report’s
authenticity. The quote and report are then verified by In-
tel’s Attestation Service (IAS) using the corresponding EPID
public key. Upon validation, IAS provides a signature and a
certificate, enabling remote verifiers to confirm the quote’s le-
gitimacy. For our concrete implementation, since Judge is an
Ethereum smart contract, the Sting Enclave will generate an
Ethereum-compatible key pair (skSting,pkSting). The public
key pkSting is embedded in the UserReportData field of the
report, which allows Judge to verify that the sting proof has
been authenticated by the Sting Enclave. The correspoond-
ing secret key skSting is securely sealed by the enclave (e.g.,
stored in encrypted form on external untrusted storage).

Gramine introduces significant overheads, due to a high-
latency enclave initialization process2, but this needs to be
done only once is not time-sensitive in the context of our sting
protocols. In particular, the ProvisionEnclave operation takes

2Due to Gramine’s unoptimized implementation, SGX provisioning is
split into two stages: report generation and quote generation; each stage
requires separate enclave initialization, adding to the latency.

about 26s, but only 0.285s without Gramine initialization.
After provisioning with IAS, the Sting Enclave will further

register itself with the Judge smart contract.

Judge contract. An initator, such as an administrator of the
target application will deploy the Judge smart contract on
Ethereum. The main role of Judge is to handle registration of
a Sting Enclave, verify its attestation during the sting proof,
and manage the release of a reward for a prover supplying a
valid proof. The cost of such a smart-contract based verifica-
tion is minimal: RegisterEnclave has a gas cost of 246,000
(about $14), while CollectBounty (which verifies the enclave
signature) has a gas cost of 93,000 (about $5).

Experiment setup. Our benchmarks were conducted on a
machine with an Intel Xeon E-2276G CPU and 64GB of
RAM, running Ubuntu 20.04. We set up container-based local
networks for both applications, ideal for reproducing our re-
sults3. The machine operates on Linux kernel version 5.15.0-
92-generic and uses the SGX driver version 2.11.54c9c4c.

6.1 The Tor Network
We implement our sting protocol for Tor and experimentally
benchmark its efficiency. Algorithm 2 (Appendix D) gives the
pseudocode; the Tor-specific parts only add about 100 lines
of Python code to the Sting Framework interface.

Implementation details. To avoid detection of the sting
protocol by the target application, we do the following: (1)
The Sting Enclave runs an off-the-shelf [61] Tor client4; (2)
A public relay list is used to generate a random “sting” circuit
and destination address that mirrors an typical user’s access.

As a proof of concept, we model a subversion oracle that
targets only exit relays (the final circuit hop). Our analysis
should therefore provide a conservative bound even for more
powerful subversions that may arise as a result of complex
attacks discussed in the literature [3, 38, 50].

Once the sting Tor circuit is established, the Tor client (run-
ning inside the Sting Enclave) generates a stream through the
circuit and directs the exit relay to connect to a specified des-
tination address. The stream ID—unlike the circuit ID, which
varies at each relay—is global and visible to the exit relay.
This means that an O which models corruption of the exit
relay can link stream IDs to their respective destinations. For
efficiency reasons, instead of providing the entire output of O
to the Sting Enclave, we can do better by enabling the sting
prover to identify the correct sting circuit, amongst potentially
several circuits leaked by O. For this, the Sting Enclave will
deliberately leak the stream ID to the prover.

Evaluation. While the Tor sting protocol is not time-
sensitive, it is still useful to assess whether the running time
becomes prohibitively long when the adversary controls only

3https://anonymous.4open.science/r/sting-17C8/README.md
4Due to Gramine limitations, a child process initiates a new enclave. As

a result, our core SF program and the Tor client operate in separate enclaves.
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a fraction α of the relay bandwidth, as this requires multiple
sequential executions as discussed in Section 4.1.

For this, we conducted a timing analysis. The setup of
starting a local Tor client and sampling a sting circuit takes
about 1.35s; using this circuit to connect to the destination
website (through WAN) takes about 3s. Verifying that the
sting prover found the correct circuit takes minimal time—
with a batch of 100 circuits taking less than 0.01s. In turn,
each round of the sting protocol will conservatively take 5s.

As one calculation, if 25% of the relay bandwidth is con-
trolled by the superclass adversary, allowing deanonymization
of about 7% of circuits [34], the sting protocol will take about
4 hours to achieve a soundness error of 2−40, but only about
25 minutes to reject the null hypothesis (that there is no su-
perclass adversary) with a typical significance level of 0.05.

6.2 Block-Building in Blockchains
Implementation details. We use the Flashbots SGX-
builder [27] for Ethereum as the target application. Algo-
rithm 3 provides the pseudocode.To simulate a superclass
adversary and model leakage by O, we modify the builder
code to leak all received transaction bundles.

Now, within our Sting Enclave, we run a standard public
searcher algorithm [28] to generate a “stinger” transaction
bundle, in a manner indistinguishable from the activities of or-
dinary searchers. Instead of using bundle transactions (which
have low entropy) as the secret, as alluded to in Section 4.2, we
instead embed the secret into the signature of a bundle trans-
action. More concretely, we use a random r as the random
nonce for the ECDSA signature (distinct from the Ethereum
transaction nonce) on a transaction s. The transaction bundle
is sent to the target application (SGX builder) via TLS.

As in the Tor example, for efficiency, the Sting Enclave can
leak the hash of S to the prover—to help the prover find the
correct stinger transaction within all the bundles leaked by
O. Once the prover obtains s, as described in Section 4.2, it
embeds a (Pedersen) commitment to it inside the signature of
a second transaction t. This t is then sent to the blockchain
with a high enough gas price to ensure inclusion in the same
or earlier block as s. The verification by the Sting Enclave is
simple—the prover simply provides it a finalized Ethereum
block sequence that contains t no later than s. Soundness is
not a concern here—entropy from the signature randomness
should already suffice for a negligibly small soundness error.

Latency. Recall that the sting protocol here needs to be time-
sensitive. To prove early leakage, the critical sequence (as
highlighted in Algorithm 3) pertains to using s to craft t
and getting it included in a block no later s. We analyze the
latency of this critical sequence. In a local network setting
(assuming O responds instantly), the added latency is 2.4s;
variation in the size of the sting bundle has negligible effect
on this. In a typical WAN setting (i.e., communication with
remote entities), the total estimated latency is about 3.3s. This

amounts to about 27% of the typical block time of 12 seconds
on Ethereum. Note that other parts of the protocol only need
to be executed once, and are not time-sensitive. Verification of
the sting proof takes about 1.63s (post Gramine initialization).

Cost implications. The gas cost for the transactions s and t
is about 21,000 ($1.25). In other words, the cost would not
be prohibitive even if several attempts are required.

7 Related Work

Accountable protocols. Accountability is a recurring theme
in the cryptography and security literature; several protocols
have been constructed for detecting e.g., maliciously sharing
of cryptographic functionalities (through traitor tracing [9,19]
and leakage-deterring schemes [46]), safety violations in BFT
consensus [57, 67], malicious generation of cryptographic
parameters [1, 32] etc. Another line of research (see, e.g., [13,
30]) allows identifying players who perform sensitive actions,
e.g., identify private data, without necessarily being malicious.

A core feature of accountable systems is identifying mali-
cious parties within the protocol execution. In contrast, sting
protocols simply demonstrate the existence of what would
otherwise be a silent failure, often without identifying e.g.,
exactly which component failed or which parties acted mali-
ciously. But, giving up on this feature is precisely what allows
sting protocols to be constructed for a broader class of sys-
tems. In a sense, the goals are incomparable—sting protocols
are both weaker (in strength), and stronger (in generality).
This is illustrated by our ability to work with existing systems
without modifications—in contrast, adding accountability can
require a complete rework of the system design, with potential
downstream effects on efficiency and legacy-compatibility.

Honeypots / honey objects. Honeypots [68] are fake systems
designed to entice, observe, and monitor adversaries. Other
honey objects (e.g., [2,6,42]) have a similar goal. While these
techniques carry an undetectability requirement like that of
sting protocols, and may help detect breaches, they require
special-purpose systems and importantly do not construct
proofs of adversarial existence.

Software-exploit proofs. A small line of prior works has
sought to construct proofs of the existence of code vulner-
abilities. These include Cheesecloth [22], which constructs
zero-knowledge proofs of knowledge of invariant violations
for code running in LLVM, and Reverie [33], which proves
exploits in microprocessor code. Unlike sting protocols, these
systems assume access to the target code and their use of ZK-
proofs scales only to relatively small code instances. Sealed-
glass proofs [75] involve the use of TEEs for a similar goal
and likewise require prover access to the target code.

13



8 Conclusion

We have introduced sting protocols, a conceptually simple
new approach for demonstrating silent failures of security
guarantees by proving the existence of superclass adver-
saries—adversaries that are stronger than what is assumed
by a protocol’s model. Sting protocols are a new twist on
accountability: they provide weaker guarantees than existing
approaches (by e.g., not identifying corrupted players), but as
a result are more general—usable with a broad range of ap-
plications and deployable with no protocol modifications. We
demonstrated these protocols by reporting on two end-to-end
prototypes, for Tor and block building, outlining approaches
for several other widely used systems.
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A Deferred Formalism Details

Challenge with generic soundness amplification. To see
multiple rounds do not generically amplify soundness, con-
sider the following standard application technique as a straw-
man: Judge asks the prover P to run the sting protocol ℓ times
and submit its outputs. Taking the majority outcome as the
output of Judge allows amplification of a sting protocol with
ε-soundness to one with ε∗-soundness where ε∗=Pr[X >ℓ/2]
for X ∼ Binomial(ℓ,ε). This would give negligible soundness
error with κ rounds.

However, a significant obstacle is that a malicious prover
P might run more than ℓ rounds and only submit the attempts
where it succeeds. If Judge cannot ensure that P submits all
rounds, a malicious P can fool Judge.

In fact, any non-negligible soundness error implies a sound-
ness error as high as≈ 1. This is because the soundness defini-
tion considers all possible P ∗, including one that runs a given
P ′ which fools Judge with εs(κ) probability poly(κ) times

(since the Judge algorithm is public and can be run internally
by P ∗ to pre-decide whether the attempt will succeed). This
will result in a soundness error of εs(κ) immediately implying
a soundness error of 1− (1−εs(κ))

poly(κ) for any polynomial
poly(κ). As a consequence, valid sting protocols will need to
have at most negligible soundness error.

Fortunately, when designing our sting protocols in particu-
lar, we can amplify soundness by enforcing sequentiality in a
non-black-box way. Recall that our protocols will typically
work by first requesting a stinger input from a trusted “Sting
Enclave”. The final output is provided to the enclave again
for a validity check on the proof. Here, we can enforce se-
quentiality in an ℓ-round proof by allowing the enclave only
after the i-th round is completed to generate a stinger for the
i+1-st round of the same proof instance.

B Deferred Protocol Details

Proof of Lemma 1. Our proof uses game-based formula-
tion. Let G0 be the stinger soundness game for χ∗,F (see
Definition 3). Let G1 be the same game except that the se-
cret s is sampled from the uniform distribution U|χ∗|. Con-

sider any B playing these game. We define Advχ∗,F
snd (B) =

Pr[B wins in G0] as and Advχ∗

inv(B) = Pr[B wins in G1].
Now, consider a game pair (G∗0,G

∗
1) for distinguishing

between the distributions D0 = χ∗ and D1 = U|χ∗|. De-
fine an adversary C for this game pair as follows: C
runs B internally and simulates G0/G1 for it (this de-
pends on what C receives from its own game). Ob-
serve that C outputs 1 in G∗b iff. B wins in Gb for
b ∈ {0,1}. Define dχ∗ to be this distinguishing advan-
tage

∣∣Pr[C outputs 1 in G∗0]−Pr[C outputs 1 in G∗1]
∣∣. Conse-

quently,

Advχ∗,F
snd (B)≤ dχ∗ +Advχ∗

inv(B)

Now, the maximum advantage for distinguishing between χ∗

and U|χ∗| (with 1 sample), even for unbounded adversaries is
the total variation distance (tvd) between the distributions—
this corresponds to guessing based on the maximum likeli-
hood estimate. In other words, the above dχ∗ is bounded by
tvd(χ∗,U|χ∗|), which completes the proof.

Proof of Theorem 2. Recall that the completeness and sound-
ness errors for 1 round are bounded by p = tvd(χ,χ∗) and
r = tvd(χ∗,U|χ∗|) respectively. In other words, in one round,
an honest prover succeeds with probability 1− p, and an ad-
versarial prover succeeds with probability r.

Now, intuitively, when 1− p > r (i.e., 1− p− r > 0), by
running more rounds, we can make the honest prover succeed
with probability close to 1, and the adversarial prover succeed
with probability close to 0.

Specifically, consider running n rounds such that the prover
is required to succeed in more than k = n(1− p+r)/2 rounds
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for the proof to be valid. We can calculate the success prob-
ability for both the honest and adversarial provers, using a
binomial Chernoff bound which we recall below.

Fact 1 (Chernoff Bound). Consider Y ∼ Binomial(n,ρ) and
let W(n,ρ,y) = Pr[Y ≤ y]. If y < np, then W(n,ρ,y) ≤
exp(− (nρ−y)2

3nρ
).

Observe now that

Pr[Honest prover fails—that is, it succeeds in at most k rounds]

≤ exp
(
−(n(1− p)−n(1− p+ r)/2)2

3n(1− p)

)
≤ exp

(
−(n/2)2(1− p− r)2

3n(1− p)

)
≤ exp

(
−n(1− p− r)2

12(1− p)

)
If we want to bound this error by εc, we get

n >
−12ln(εc)(1− p)

(1− p− r)2

A similar calculation can be done with the probability that
an adversarial prover fails in at most n− k rounds, which is
W(n,1− r,n− k)—this is the soundness error, which if we
want to bound by εs results in

n >
−12ln(εs)(1− r)

(1− p− r)2 .

This completes the proof.

B.1 Remarks

The double-TEE setting. Over the years, a number of vul-
nerabilities [10, 12, 18, 78–81] have been identified within
TEEs such as Intel SGX and although corrective patches have
been applied to known issues, the emergence and exploitation
of new vulnerabilities remain a persistent concern. This fact
may cause concern over whether it is reasonable to use a TEE
for our sting protocols.

In the specific case where both the Sting Enclave and the
target application use the same type of TEE (e.g., Intel SGX)—
what we call the double-TEE setting—sting proofs can detect
an application vulnerability even in the face of a TEE break.

Observe that in the double-TEE setting, a sting proof shows
one of two things: (1) Secrets are leaked by some subversion
functionality O that may or may not involve a broken (appli-
cation) TEE or (2) The TEE for the Sting Enclave has been
broken. Either case would likely result in the target applica-
tion’s owner to revisit its TEE usage. Specifically, in case (2),
if the TEE for the Sting Enclave has been broken, then be-
cause the same type of TEE is used for the target application,
it could also be vulnerable to subversion. In essence, such a
sting proof will rightly deter the use of the TEE within the
target application as well.

Narrowing down the cause of failure. While sting protocols
can capture a wide range of failures (e.g., implementation
bugs to collusion to side-channel attacks), a basic limitation
of our approach is that it can be difficult to pinpoint the exact
security failure that gives rise to a subversion oracle. Still,
in practice, external evidence can help. For example, if the
target service has been formally verified and unlikely to fail, it
might be possible to ascribe the problem to corrupted players.

C Deferred Details on Applications

C.1 Block Building

Protocol subtleties. An efficiency hurdle is how to enable
the prover to identify s among the transactions leaked by O.
Of course, the prover could attempt its sting proof with all
transactions but this could be practically infeasible. One sim-
ple strategy to avoid this is to have the prover commit to the
entire leakage (through e.g., a hash of it) when constructing
t. Later, when opening the commitment, the prover can addi-
tionally prove to the Sting Enclave that it knows the preimage
(i.e., all the leaked transactions) of this hash.

A better approach is actually for the prover to, before con-
structing t, input all leaked transactions to the Sting Enclave
which identifies s if it exists within the list. Observe that
this still does not prove to the Sting Enclave that the prover
obtained s through O and not because of the fact that all
transactions are eventually publicly revealed—this will be
done by our technique of constructing a new transaction t by
embedding information from s into it.

An additional question is on the types of subversion oracles
we can handle—particularly relevant due to the time-based
nature of our setting. For instance, if O only leaks the bundle
transactions very close to public release of the block, then our
sting protocol would not be able to be completed in time.

Still, we note that such leakage may not have significant
practical relevance. For example, O could be because of a
dark marketplace where the leaked bundle information is sold
to the highest bidder. Here, if the leakage is very late, his
would also mean that the e.g., “buyer” of this information
would also have minimal time in order to exploit the leakage.
Analysis. Assume that our use of the default searcher code
to construct stinger bundles makes the sting protocol unde-
tectable to the SGX-builder. Then, observe that the sting pro-
tocol will succeed whenever places a competitive bid in the
searcher-builder auction to get the newly crafted transaction t
included.

On the soundness side, if SGX is secure, then a malicious
prover will be able to fool the Sting Enclave only when it
correctly guesses s—even if the transactions are sampled have
low entropy, the transaction signature will provide enough
entropy to prevent guessing s.

Recall that even when SGX is broken, since we are in the
double TEE setting (where the target application is also in a
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TEE; see Section 3), the sting proof should provide sufficient
evidence to forgo the use of SGX in the builder application.

C.2 Signal Contact Discovery

Sting protocol details. In more detail, the full sting protocol
is now as follows: The sting prover P supplies a phone num-
ber N (that it owns), and a contact list L to the Sting Enclave,
which runs a Signal client within it. The enclave now ran-
domly selects a portion (half, for simplicity) of the contacts
in L to create a new contact list L′ and registers a new Signal
account U using N and L′—looking ahead, this corresponds
to the secret s whose leakage will be considered.

Now, P can use its access to a subversion oracle O which
leaks the secret L′ (again, for simplicity, we consider O that
leaks the entire contact list; partial leakage can be handled
as before). P can now show this to the Sting Enclave, which
simply checks whether it is the same as the original list L′.
As standard, upon verification, the Sting Enclave provides an
attestation, which can be checked publicly by a deterministic
Judge contract.

Analysis and discussion. Unlike our previous examples, the
actions of other users do not affect the creating of a sting proof.
We can therefore focus on a single user P , and a subversion
oracle O that leaks its contact list.

To analyze soundness, we note that the probability of P
perfectly guessing L′ on its own is 1/

(n
n′
)

where n,n′ are the
lengths of the lists L,L′ respectively. Asymptotically, even
choosing n′ = logn results in a soundness error of O(nlogn)
which is negligible in n. In practice however, it might be best
to, given n, choose an explicit n′ such that (1/

(n
n′
)
) is less

than the desired soundness error ε; a typical choice could
be n′ = n/2 (which minimizes the explicit soundness error).
As one concrete example, starting with n = 90 contacts, and
choosing half of them to form L′ already gives a soundness
error smaller than 2−80.

To completely capture soundness, we also need to ensure
that a malicious prover cannot obtain L′ through a different
route—e.g., by attempting to re-register the account, or by
linking additional devices. For this, we observe that Signal has
a feature that enables requiring a PIN for these actions. This
means that by having the Sting Enclave set the PIN for the
account, a malicious prover cannot obtain L′ in this fashion.
More details on the soundness are provided in the subsequent
paragraph. Finally, as alluded to in Section 3.1, although the
above analysis assumes that SGX is secure, even if the prover
can break privacy of the SGX Sting Enclave to retrieve L′, in
practice, this can serve as sufficient evidence for Signal to not
use SGX for its application.

For completeness, we note that if the sting protocol is un-
detectable (i.e., it is indistinguishable from a “real” user’s
registration), the protocol will always be successful in show-
ing the existence of an O that leaks the contact list.

For boosting soundness or completeness, unlike in our pre-
vious applications, it may be challenging to repeat the protocol
multiple times. For instance, repeating registration with the
same phone number many times can affect undetectability
by e.g., triggering anti-spam policies of the platform [59].
Moreover, using different phone numbers or contact lists for
each attempt could be prohibitively expensive since phone-
numbers are a limited, hard-to-acquire resource. Still, we
observe that if boosting is required, it can also be achieved
by multiple provers independently carrying out the sting pro-
tocol. Furthermore, it might also be possible to partition the
original contact list L into separate chunks for use in each
iteration.
Soundness details. If SGX is not broken, a malicious U
cannot use the control over N in any way to break sound-
ness by learning L′, without alerting the Sting Enclave. To
show this, we describe the Signal account management. Sup-
pose that π creates the Signal account USignal with the phone
number provided by the U . After this, a malicious U could ac-
cess USignal’s information using a backup, re-registering the
number N, transferring the account, or adding a new linked
device [69–71, 73, 74].

The backups are encrypted, stored locally, and disabled by
default [69]. Hence, π would not to enable backups and U
would be unable to acquire a backup. To re-register a number
in a new device and recover the previous contacts and settings,
U would need a PIN created in π [71, 72]. Such a PIN can
be a long alphanumeric string, so the SGX would construct
a PIN that is hard to guess. Even if U guessed the PIN, and
successfully re-registered N into their own device, this action
would be visible to the SGX, since its client would now be
unregistered [71]. If that was the case, it would refuse to cre-
ate a signature σ. To transfer an account, it is necessary to
have access to either the main device (inside the SGX), or to
a backup [69]. Therefore, U would not be able to obtain infor-
mation with this method. Finally, to link a new device, there
needs to be consent from the main device, which is controlled
by the Sting Enclave, so this is not an option either [70].

In summary, if SGX is not compromised, U cannot obtain
L′ without it being noticeable to the Sting Enclave, which
would cause the protocol to fail in producing a proof. Hence,
if U acts maliciously, it can break soundness by learning L′

only with negligible probability, from guessing L′ at random.

C.3 Transasction Ordering

Extension to a distributed setting. We first observe that
our approach directly works even in a distributed setting for
leader-based protocols where the current leader controls the
transaction ordering in the current block. The extension for
distribution ordering protocols (such as causal and fair order-
ing) is also straightforward. The sting prover will now submit
transaction A to all servers, and commit to receipts from a
quorum of nodes within its second transaction B. Now, once
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the two transactions are ordered, the prover can reveal its
commitment, to show whether or not according the ordering
was consistent to the claimed policy.

Sting infrastructure as part of the server design. As a con-
crete example, consider a single centralized server which se-
quences (and executes) transactions from users. Consider the
following design as providing protection against censorship
and manipulation of the ordering by the server: The server
houses an SGX Sting Enclave which will submit “stinger”
transactions to the server itself. The enclave observe the final
output sequence to ensure that the transactions that it submit-
ted are present in the correct ordering. In essence, if the server
cannot distinguish between real user transactions, and stinger
transactions, then with high probability, if it attempts to cen-
sor or reorder transactions, this will also impact the stinger
transactions and will be detected by the Sting Enclave. This
will provide convincing proof that the server has manipulated
the transaction ordering.

C.4 Auction Setting

Consider the setting of a second-price auction—after bidders
submit bids to the auctioneer, the highest bid wins the item
but only pays the second-highest bid. Second-price auctions
are truthful—that is, the dominant strategy for a bidder is
simply to bid its value regardless of the other’s strategy. One
concern is that in settings with many or unknown bidders, the
auctioneer can itself pose itself as a bidder, and only slightly
undercut the highest bidder to maximize its revenue. This
poses a problem if the auctioneer is centralized even if bids
are sealed, and not disclosed to all bidders. In fact, there is
evidence of similar behavior in the real world as brought to
light by the Justice department’s lawsuit against Google for
unfairly manipulating its ad auctions [58].

A simple sting protocol is possible for detecting malicious
auctioneer behavior. Suppose that the prover knows that the
auctioneer strategy is to add an additional bid F(b), where
b is the highest bid. Our techniques from Section 3 already
construct a sting proof when there is a subversion oracle that
leaks b, and thus apply to this malicious-auctioneer scenario.

Sting proof without leakage. Remarkably, a sting proof is
also possible without any leakage—we provide a sketch below.
The intuitive idea is to use the Sting Enclave to generate a bid,
and win the auction in a way that the bidder’s payment could
only have been influenced by fake bid F(b).

First, the prover uses the Sting SGX Enclave to generate a
bid b′ for an auction instance so that b′ is unknown to even
the prover. With some probability, b′ will win the auction, and
F(b′) will be maliciously added by the auctioneer to make the
prover pay F(b′) instead of the true second-highest bid in the
auction. Since only the auctioneer knows the final bids, if F(b)
is the payment, then it is very likely that it was maliciously
added by the auctioneer. This can be shown to the Sting

Enclave to create a sting proof. Repeating this experiment
many times will reduce the proof soundness error.
Bidder collusion. Recall that we consider a second-price
auction setting—after bidders submit sealed bids to the auc-
tioneer, the highest bidder wins the item but only pays the
second-highest bid. For simplicity, suppose that we have only
two bidders. Recall that second-price auctions are truthful—
that is, the dominant strategy for a bidder is simply to bid its
value regardless of the other’s strategy. However, it is well-
known that bidder collusion can make the auctioneer revenue
zero; this is done by having one party bid zero. Sting proto-
cols provide one way to fix this: Communication between
parties can serve as evidence of collusion and the auction-
eer (or mechanism) can now accept such a proof to penalize
participants. For instance, if Alice communicates with Bob
to initiate the collusion, Bob can prove this to the auctioneer
so that he collects a reward and Alice is penalized. We leave
a full game-theoretic exploration of this idea for different
auction settings to future work.
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D Deferred Details on Implementation and
Evaluation

In this section, we provide the deferred sting protocol code
for our Tor and block-building applications.

Algorithm 2 Sting Protocol for Tor
1: ProvisionEnclave(C = {DAs, rep, destSet}): ▷ Sting Enclave
2: ...
3: relaySet = HttpsRequest(DAs)
4: Seal(skSting, rep, relaySet, destSet)
5: ...
6: GenStinger(C)→ β: ▷ Sting Enclave
7: rep, relaySet, destSet = Unseal()
8: S = /0

9: for i = 1 to rep do
10: Sample stinger:

11: circuit = (relay1, relay2, exit) $←− relaySet

12: dest
$←− destSet

13: Access dest using circuit via target application (Tor)
14: Leak sid (circuit’s unique id in Tor) to prover
15: S = S ∪ (sid, dest)
16: Seal(rep, S)
17: Leak data {(sid’, dest’)} from target application ▷

Subversion Oracle
18: VerifyEvidence(E={(sid’,dest’)})→(prf,sigSting): ▷ Sting

Enclave
19: ...
20: rep, S = Unseal()
21: cnt = 0
22: Verify(S, E):
23: for (sid’, dest’) in E do
24: if (sid’, dest’) ∈ S then cnt = cnt + 1
25: return Satisfied(cnt, rep)
26: GenProof(): prf = "OK"
27: ...
28: CollectBounty(sigSting, prf, pkSting): ▷ prover
29: ...
30: VerifySig(sigSting, prf, pkSting): prf ?

= "OK"
31: ...

Algorithm 3 Sting Protocol for Block-Building
1: GenStinger(C=(U({0,1}256),Sunsigned,bundle))→ β: ▷ Sting

Enclave
2: Sample ECDSA signature nonce: k $←−U({0,1}256)
3: pkstinger, skstinger = EthKeyGen()
4: Ssigned = SignTxskstinger (Sunsigned, nonceECDSA=k)

*** CRITICAL SEQUENCE STARTS ***
5: Send bundle||Ssigned to target application
6: Seal(k)
7: Leak backdoor β=S.hash to prover
8: Leak data L (all bundles received) from builder ▷ Subversion

Oracle
9: MakeEvidence(L, β, C=Tunsigned)→ E: ▷ prover

10: Use β=S.hash to locate S in L
11: Randomly sample commitment blinding factor r
12: Make commitment com = Com(S.sig, r)
13: pkevidence, skevidence = EthKeyGen()
14: Tsigned = SignTxskevidence (Tunsigned, nonceECDSA=com)
15: Send Tsigned to target application

*** CRITICAL SEQUENCE ENDS ***
16: Make evidence E = (r,block,S,T,skevidence)
17: VerifyEvidence(E=(r,block,S,T,skevidence)) → (prf,

sigSting): ▷ Sting Enclave
18: ...
19: Verify(S, E):
20: Check both S and T are included in block
21: T.sig ?

=SignTxskevidence (StripSig(T),nonceECDSA=Com(S.sig,r))
22: GenProof(): prf = block.num||block.hash
23: ...
24: CollectBounty(sigSting, prf, pkSting): ▷ prover
25: ...
26: VerifySig(sigSting, prf, pkSting)
27: blockNum, blockHash = parse(prf)

28: blockhash(blockNum) ?
= blockHash

29: ...
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