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Abstract

This paper describes the University of the
Basque Country’s submission to the TREC
2021 Clinical Trials Track. We begin by
summarizing the documents by extracting
medical entities. Next, we utilize multi-
lingual and scientific domain sentence em-
beddings to represent the summarized clini-
cal trials descriptions and the patient topic
documents. Lastly, we rank the clinical
trial relevance by calculating the cosine
similarities between texts.

1 Introduction

The goal of the TREC 2021 Clinical Trials
track was to retrieve relevant clinical trials for
a given topic.

Our objective was to produce a simple au-
tomatic system that was capable of accurately
retrieving relevant clinical trials with minimal
feature engineering. Moreover, we set out to:

e Summarize the clinical trials and the topic
documents.

e Produce semantically meaningful sentence
embeddings.

2  Methods

In order to distill the documents to dense yet
meaningful representations, we first trained
and applied a named entity recognition (NER)
system as described in section 2.1. Next, with
these summarized texts, we produced sentence
embeddings. Details are given in section 2.2.
Based on the aforementioned representations,
we set, as relevance metrics to retrieve relevant
documents, alternative similarity approaches
presented in section 2.3.
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2.1 Document Summarization

For our summarization strategy, we decided
to extract named entities from both the
clinical trial descriptions and the patient
topic documents. Specifically, we extracted
the following medical entity types: Problem,
Treatment, and Test. For training data, we
used the i2b2/VA 2010 corpus (Uzuner
et al., 2011), which we converted to CoNLL
format (Sang and Meulder, 2003). Next,
we fine-tuned the Bio+Clinical BERT model
(Alsentzer et al., 2019), which was initialized
from BioBERT (Lee et al., 2020) and trained
on all MIMIC notes (Johnson et al., 2016).
Lastly, we applied our fined-tune model to the
clinical trial descriptions and the patient topic
documents to obtain a distilled corpus.

2.2 Sentence Embeddings

To represent the summarized clinical descrip-
tions and patient topic documents, we utilized
pre-trained sentence embeddings. Moreover,
we wished to evaluate the effectiveness of mul-
tilingual and scientific domain models. For the
multilingual model, we selected the Language-
agnostic BERT Sentence Embedding (LaBSE)
which supports 109 languages (Feng et al.,
2020). For the scientific domain embeddings,
we selected the SPECTER (allenai-specter)
model which can be used to produce document-
level embeddings for scientific documents with-
out the need for task-specific fine-tuning (Co-
han et al., 2020).

2.3 Selection criterion: similarity

The difference between each of our runs rests on
the similarity employed to rank the retrieved
documents. Starting from cosine similarity we
figured out different re-rankings.
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For our first two runs (denoted as ‘LaBSE’
and ‘specter’), we used, respectively, LaBSE
and the allenai-specter embeddings. Next, we
strictly compare text similarity between the
clinical trials and the patient topic documents
with cosine similarity and select the top 1000
most similar documents.

For the next two runs (denoted as ‘LaBSE
rerank’ and ‘specter rerank’), we produced a
binary bag-of-words (BoW) representation of
the texts and then re-ranked the scores from
runs 1 and 2. The binary BoW representa-
tion involves as many features as the size of
the vocabulary (i.e. the set of unique words
present in the patient topic document). The
text vectorization is merely a binary vector
with each component representing the presence
or absence of the corresponding word in the
vocabulary (defined as 1 if the word is present
in the vocabulary else 0). Next, cosine similar-
ities are calculated as in runs 1 and 2. Finally,
the weighted average of the cosine similarities
between the BoW representations and those of
the sentence embeddings from runs 1 and 2 (0.2
and 0.8 respectively) is calculated to produce a
reranked score. The top 1000 documents with
the highest scores are again selected.

Lastly (the run denoted ‘specter rerank?2’),
another BoW representation is created, by con-
trast, this is not binary, instead, we used the
Term Frequency (aka TF). The cosine similar-
ity between texts is calculated and the weighted
average calculated between the TF scores and
the allenai-specter sentence embedding scores
from run 2 (i.e. specter); The top 1000 scores
are again selected.

3 Experimental results

Table 1 shows the NDCG and precision at 10
results for the five runs.

Run Name NDCG@10 PREC@10
LaBSE 0.2551 0.1347
specter 0.2555 0.1480
LaBSE rerank 0.2900 0.1413
specter rerank 0.3614 0.2093
specter rerank?2 0.2694 0.1547

Table 1: Experimental results for each run

It is clear that representing the summarized
texts with sentence embeddings alone has its

limitations. LaBSE and specter achieve nearly
identical NDCG@10 scores, while specter has
a slightly improved PREC@10 score.

The inclusion of the binary BoW representa-
tion yields notable improvements for the runs
2 and 3 (LaBSE rerank and specter rerank).
Specter rerank achieves an improvement of
0.1059 and 0.0613 in NDCG@10 and PREC@10
respectively.

However, the TF representation for the fi-
nal run, specter rerank2, results in modest
improvements from specter: 0.0139 and 0.0067
for NDCG@10 and PREC@10 respectively.

4 Concluding remarks and future work

While a classical approach for this type of tasks
might have included Information Retrieval as
the core engine, instead, we turned to a simple
approach, based on document similarity. Dis-
tilling the documents to only medical problems,
treatments, and tests, undoubtedly results in
the exclusion of relevant information about the
patient, such as age, gender, and language. For
future work, a NER system trained to extract
a broader set of entities should be evaluated.
We observe that the use of the binary BoW
representation helps to ameliorate the exclu-
sion of relevant terms that are discarded by
the NER system.
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