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Abstract—The estimation of security risks in complex informa-
tion and communication technology systems is an essential part
of risk management processes. A proper computation of risks
requires a good knowledge about the probability distributions of
different upcoming events or behaviours. Usually, technical risk
assessment in Information Technology (IT) systems is concerned
with threats to specific assets. However, for many scenarios it can
be useful to consider the risk of the violation of particular security
properties. The set of suitable qualities comprises authenticity of
messages or non-repudiability of actions within the system but
also more general security properties like confidentiality of data.
Furthermore, as current automatic security analysis tools are
mostly confined to a technical point of view and thereby missing
implications on an application or process level, it is of value to
facilitate a broader view including the relation between actions
within the IT system and their external influence. The property
based approach aims to help assessing risks in a process-oriented
or service level view of a system and also to derive a more detailed
estimation on a technical level.

Moreover, as systems’ complexities are growing, it becomes less
feasible to calculate the probability of all patterns of a system’s
behaviour. Thus, a model based simulation of the system is
advantageous in combination with a focus on precisely defined
security properties.

This paper introduces the first results supporting a simulation
based risk analysis tool that enables a security property oriented
view of risk. The developed tool is based on an existing
formal validation, verification and simulation tool, the Simple
Homomorphism Verification Tool (SHVT). The new simulation
software provides a graphical interface for a monitor automaton
which facilitates the explicit definition of security properties to be
investigated during the simulation cycles. Furthermore, in order
to model different likelihoods of actions in a system, weighting
factors can be used to sway the behaviour where the occurrence
of events is not evenly distributed. These factors provide a
scheme for weighting classes of transitions. Therefore, the tool
facilitates probabilistic simulation, providing information about
the probability distribution of satisfaction or violation of specified
properties.

I. I NTRODUCTION

There are a lot of different interpretations of the term
risk. People use it to name possible negative events, the
consequences thereof or the probabilities, frequencies and
expected damages of any incidents. Inherent to all of these
is an uncertainty of the occurrence of particular events as

well as the outcome. Thus, some estimation on the behaviour
of systems is inevitable, when analysing risk. It usually
involves identification of vulnerabilities and threats, estimating
the probabilities of the occurrence of events and cost damage
of successful attacks. In addition, one has to estimate costs
and efficiency of countermeasures.

The termrisk as it is used with respect to therisk analysis
approach of this paper solely refers to theprobability of a
violation of security properties. While additional measures
of the impact would be needed for a general evaluation of
risk, this interpretation makes sense here, as the violation of
a security property could lead to various incidents and thus
to large range of different impacts. For example, the effect
of a violation of the confidentiality of some data depends not
only on the value of the data, but also on the way an attacker
capitalises on the information, which is out of scope of this
paper.

Model-based approaches and automated simulation have
been used in the past for various steps of security analysis
processes. They can help to determine the feasibility for
particular attacks and to optimise the use of countermeasures
against these attacks or combinations thereof. However, the
total risk of any security issues in Information and Communi-
cation Technology (ICT) systems cannot be easily determined
from risks for particular types of attacks. Most relevant isthe
relation between actions within the ICT system and the actual
impact on the organisational or business level. Determination
of effects and financial losses can only be done from a
perspective that includes the environment and requirements.
Usually, the relation between an issue on ICT level and e.g.
the effect on business processes and assets is done manually
and not sufficiently supported by model-based approaches.
Rather than looking at particular weaknesses it would make
more sense to estimate risks relative to particular security
requirements concerning the entire system. A useful metrics
for security risk can be based on probability distributionsfor
the violation of sets of security properties.

The need for quantifiable security is strong [1], and the
search for solutions is not new [2] but still lacks sufficient
solutions [3]. While a quantified forecast of the level of secu-



rity is needed, different factors make this task very hard [4].
First, there is a lack of consistent statistical data to learn from
and to create a firm statistical regression as it is done in other
research areas. Second, even if statistical data were available,
significance of the analysis would be decreased because of the
systems’ enormous heterogeneity. The technological environ-
ments quickly change and complicate the deduction of security
quantification [5], [6]. Furthermore, upcoming vulnerabilities
and exploits are unknown and attacker’s knowledge and intents
are not directly reflected in the correct system behaviour. Thus,
a logical first step of a security risk analysis is to create a
model of the system that makes use of any available data
about the subject, is detailed enough to be used for (high-
level) security requirements specifications, abstracts from as
much unneeded information as possible and that allows the
analyser to control the information sources the model builds
upon. Refined versions of such a model can support different
related layers of security risk analysis each considering issues
on the particular layers.

This paper introduces ongoing research on risk identification
and quantification in the field of IT security. Advantages
of model checking have been shown with the SHVT ( [7])
in several security and reliability related contexts. In those
works properties are proven or else counterexamples are
found. Rather than aiming at such discrete results our current
goal is to find measures to quantify uncertainty inherent to
information systems. These quantified results are supposedto
be integrated into, and thereby facilitate the risk assessment
process of information security risk management methods.

The additional functionality of a simulator is introduced to
the SHVT enabling to run (or simulate) a system model repeat-
edly. An additional automaton, called a Monitor, facilitates the
modelling of certain aspects of the systems’ behaviour and
monitor such properties during the run of the simulation. Fur-
thermore, in order to model different likelihoods of actions in
a system, weighting factors can be used to model a behaviour
where the occurrence of events is not evenly distributed.
For each single simulation cycle, the tool can calculate and
store various information. Most importantly, it keeps track of
whether properties described by the Monitor are satisfied or
not. With a high number of simulation cycles, this information
can be used to calculate the probability distribution of the
satisfaction or violation of monitored properties. Thus, the
extended features enable to simulate and concurrently monitor
and investigate characteristics that are of importance with
respect to certain issues of interest. The results are used to
elicit a means of forecasting of security issues and therefore
to calculate probabilities of risks.

The simulation approach is useful in cases of complex sys-
tems. Calculating every possible state of a system and eliciting
a probability distribution for the possible actions in eachof
the states is not feasible for complex real world scenarios.
The approach of simulating facilitates two different aspects
of optimisation. On the one hand, the problem of irrelevant
characteristics is tackled through the use of a monitor and thus
through the concentration on specific properties. This greatly

reduces the amount of data stored during the analysis. On the
other hand, the infeasibility of calculating the probability of
all states of a reachability graph is addressed by the simulation
of which any cycle is equivalent to only one path through the
transition system.

In the following section a brief survey of related scientific
work is given before section III describes the modelling
approach, the simulation of system behaviour and the interplay
with the monitor. Section IV reviews the work and illustrates
future work followed by the conclusion in section V.
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II. RELATED WORK

Today, the quantification of IT risks is mostly based on
manual inspection (check lists) and subjective evaluationof
discrete risks in accordance to structured methods like theISO
standard 27005 [8], CORAS [9], [10] or OCTAVE [11]. While
these techniques make sense in that they allow to structure the
risk analysis and management and evaluate single risks in a
relatively consistent way, they have some disadvantages. They
have a very high subjective influence, lack automated search
capabilities and therefore they are prone to errors and very
complex and costly [12]. This work aims to be complementary
to the above mentioned methods by introducing tool based
support of the risk assessment process where possible.

A lot of approaches use graph representations to support
the understanding of security risks [13]–[15]. Wang et al. [16]
introduced an attack graph based approach to investigate the
likelihood of attacks. Another recent work combines attack
trees with Markov processes [17]. Noel et al. [18] insert
a variety of information gathered by life-systems into their
otherwise static attack graph based topological vulnerability
analysis. While such works give static probabilities to events
representing e.g. actions the attacker can conduct, in our
approach an action’s probability is dynamically calculated
according to the state of the systems and thus depending on
previous actions and alternative events. Attack Graphs and
similar attack modelling schemes have been used to analyse
computer attacks since the 1990’s e.g. by Dacier [2], Phillips
and Swiler [19] and Gorodetski and Kotenko [20]. A survey
of attack graphs and security analysis is given in [21].

For handling uncertainties in information security risk anal-
ysis usually statistical distributions according to the different
subjects, requirements and assumptions are applied [2], [17],
[22]–[24]. Using such distribution functions leads to an
abstraction of the source of randomness and complexity from
internal factors. In combination with a complex, state based
model, such as is used in this paper, this forces a less flexible
input and disallows to differentiate in the details. In particular,
the effect of small changes inside of the system (e.g. an
additional security mechanism) on the stochastic results of
the simulation would hardly be analysable. In order to create
detailed (stochastic) results, one needs to find detailed input,
which is why the relative weighting factors have been chosen.
A fitting distribution function could be used to add external
randomness (like a Weibull distribution to estimate the time to



failure of some equipment or a normal distribution for error
rates [25]).

Several different works introduce model checking in con-
junction with attack graphs and security analysis, respectively.
Ritchey and Ammann [26] use the model checker SMV (http:
//www.cs.cmu.edu/∼modelcheck/smv.html) to compute coun-
terexamples which reflect possible malicious behaviour. A
similar approach by Sheyner et al. [27] automatically generates
attack graphs and enables reliability analysis. Their proposal
of forecasting behaviour is based on the assumption of some
statistical information. The input to the model of Phillipsand
Swiler [19] consists of attacker profiles and attack templates
and they compute a reachability graph thereof to analyse
the level of security using shortest path algorithms. Another
example for attack graph generation through model checkingis
given by Wing [28]. Related is the work by Rieke [29] which
adds a variety of analysis tools and evaluation algorithms
based on the reachability graph. Mehta et al. [30] point out
that attack graphs can exceed controllable size and therefore
propose to rank attack graphs and states thereof and introduce
a probability metric. Thus, they try to restrict the analysis to
the most important or most endangered aspects of a system.

An interesting area of research is the field of probabilistic
model checking. This is about analysing systems that have
an intrinsic stochastic behaviour and propagating the known
probabilities through a complex model [31]. However, the
proposed method of this paper approximates the uncertain
future behaviour with simulation, resulting in probabilities. A
probabilistic model checking analysis offers informationlike:
a statement will be trueat least or at most with probability
p. The behaviour of large information systems with a lot
of possibly unknown input can be considered as stochastic,
so this field may provide insights into the elicitation of the
weighting factors.

III. S IMULATION & M ONITORING

The goal of this work is to support IT risk assessment
processes. The main approach is to dynamically and randomly
simulate a system’s behaviour with on-the-fly verification of
properties represented by a monitor automaton. The proba-
bilities of state transitions in the simulation are dynamically
derived from weighting factors added to the model in advance.
Weighting factors can be associated with the transitions (e.g.
events or actions) of the model that allow to cope for different
likelihoods of events. This approach has been implemented as
extension to the SHVT. As this paper aims on the description
of the approach, we use a scenario that has been used and
published before. Here, we confine ourselves to describing
those aspects of the scenario, that are necessary for an
adequate understanding.

This section introduces the elements of the approach and
explains the mode of operation of the simulation with the help
of an example. Figure 1 shows the relationship between the
model, the simulation and the monitor.

A. The Model

First, the object of investigation has to be modelled. In
the case of the example, the object is a networking system
comprising multiple hosts in different network zones, a set
of access policies depending on these zones and a set of
vulnerabilities (see the example in subsection III-D). Thelatter
can be used for exploits by an attacker that wants to get access
to a machine of the network. The model has to represent
every element of the configuration that has an influence on
possible events and the options of actions of the modelled roles
(e.g. the attacker). Thus any state of the modelled system
reflects the configuration of the network and the condition
and properties of every instance like, for example, the access
rights of an attacker w.r.t. a specific server. Note that the tool
is not focused on a particular type of applications (e.g. IT
networks). It can be easily applied to totally different scenarios
such as protocol specifications, business processes or service
level scenarios.

In order to simulate a system, it has to be formally repre-
sented in a model where the dynamic behaviour of the system
is defined by a labelled transition system (LTS) that is usually
computed from the specification by a tool. An LTS consists
of a set ofstatesQ, actionsR and a set oftransition relations
Q×R×Q. The SHVT can be combined with any specification
tool generating labelled transition systems. The current im-
plementation of SHVT uses Asynchronous Product Automata
(APA) in order to model systems under investigation. APA
are a flexible operational specification concept of cooperating
systems [7], [32]. An APA consists of a family of states, a
family of elementary automata and a family of neighbourhood
relations (T ). The latter can be interpreted as the set of all
transitions (e.g. actions or events) that change the statesof
the APA. They are of the form(s, t, snext) ∈ T , where
s and snext are consecutive states andt the corresponding
transition. Thus, the behaviour of the system is described
by the sequences of state transitions. Transition patterns
optionally include relative weighting factors to dynamically
derive random choices in the simulation. The executed model
(i.e. the reachability graph for the specified system) can be
seen as an LTS. One cycle of the simulation computes a single
path through this LTS.

B. The Simulation

Any run of the simulation consists of cycles which start
with an initial state and step from one state of the model to
the next until one of different restart conditions is met. The
sum of these cycles should create a meaningful sample.

In any state of the (modelled) system, there might be
different transition alternatives. The simulation’s traversal
differs from that of a full reachability analysis in that only
one transition is selected to be triggered next. In every state
of a simulation one transition is randomly chosen from the set
of possible transitions. This choice is swayed by weighting
factors that are associated with the transition patterns ofthe
model.



Figure 1. Relationship between model, simulation and monitor

Let Tx be the set of then possible transitionsti, i = 1, . . . , n
in a particular statesx of the simulation and letgi be the
weight of the respective transitionti. Then the likelihood of
transitiontnext ∈ Tx being the next transition to be triggered
in the statesx is defined by the state dependent probability
distributionµsx

: Tx → [0, 1] with

µsx
(tnext) = µsx

(gnext) =
gnext∑

i
gi
, (1)

where
∑

i
µsx

(ti) = 1, ∀sx.
Thus, the actual probability of any event in a given state

of the model depends on it’s own weight as well as on the
respective state and the sum of weights of the alternatives.It
is also possible to have weights dynamically changing with
the behaviour of the system.

A cycle of the simulation ends when either there are no
subsequent transition alternatives (a dead state is reached), or
a defined maximum number of steps per cycle is reached, or a
new cycle is triggered by the Monitor as described below. The
next cycle starts again with the initial state. The run of the
simulation either ends after a predefined maximum number of
steps or is stopped manually.

C. The Monitor

As illustrated in Figure 1, during the run of the simulation,
one or several automata monitor the resulting behaviour. A
monitoring automatonor monitor consists of

• a setM of labelled statesm,
• an alphabetΛ of predicatesλ and
• a transition relationTM ⊆ M× Λ×M.

One or more of a monitor’s states are initial statesm0 assigned
to the initial state of the LTS under investigation.

Each predicateλ ∈ Λ of the Monitor is of the form
([pre], [tn][ivp], [suc]) defining checks to transitions of the
LTS w.r.t. predecessor (pre), transition (nametn, interpreta-
tion variablesivp) and successor state (suc). The predicates of
the monitor are positive if all threelambda-terms are positive
or empty. Eachλ ∈ Λ is associated with one of the transitions
TM of the monitor automaton.

The monitor has been developed to allow for queries of
different characteristics of the states and state transitions of an
LTS. It can reflect attributes concerning all parameters of LTS

state transition. By allowing more than one transition of the
monitor to be triggered at the same time, different properties
can be monitored within one simulation. Thus, the overall
state of the monitor can contain severalactive states. Edges
leading from the active states are considered asactive, too.
The transition relation defines the active edges for all active
states. During the run of the simulation, the active elements of
the monitor are assigned to the current state of the LTS (as part
of the respective state components). Whenever a transition of
the model is chosen to be the next step of the simulation, all
predicates of the monitor’s active edges are evaluated.

Let A ⊆ M be the set ofn active statesma, a = 1 . . . n of
the monitor. Let the sets of adjacent transitions’ predicates be
Λa, with λai

∈ Λa, i = 1 . . . k for the k active transitions of
ma andΛa ⊆ Λ. The set of transitions from the active states
are therefore(ma, λai

,mai
). If a model’s state transition

(s, t, snext) ∈ T is triggered during the simulation, then for
all active statesma the predicatesλai

are asserted according
to the following equation.

λai
(s, t, snext) = true ⇔

pre(λai
)(s) = true ∧ tn(λai

) = name(t) ∧

ivp(λai
)(t) = true ∧ suc(λai

)(snext) = true (2)

For any positive assertions the respective subsequent states
are activated (marked in Figure 1) and the previously active
state of the monitor is deactivated after all active edges have
been evaluated. All transitions of the monitor automaton are
recorded.

The output of a simulation run comprises statistics on the
number of steps and cycles of the simulation, the total number
of state transitions of the monitor and statistics about the
reasons of restarts of simulation cycles. Furthermore, for
each of the monitor’s states, a statistics on the frequency and
duration (number of simulation steps) of activation is given as
well as the number of cycle-restarts while the respective state
is activated.

D. Simulating an Example Scenario

The following brief example shows one possible application
of the weighted simulation and the monitor automaton. In
order to make it short, the description concentrates on relevant
aspects of a scenario published before by Rieke [29]. Please
note that network intrusion is but an illustration and not the
sole or main focus of this work.

As mentioned above, the scenario is an ICT Infrastructure
comprising sets of hosts in different network zones, a database
server, an intrusion detection system and one ore more attack-
ers. A security policy defines which privileges are needed
to perform any activities, in particular concerning accessto
the database server. Further, hosts can be prone to a set of
vulnerabilities. The model reflects this scenario through roles
that can perform actions, modelled as state transitions. The
attacker can now try to exploit vulnerabilities with the goal of
getting access to the database server (see also Figure 2).

The output of one simulation is shown in table II. In the
first column, one can find the states of the example monitor



Figure 2. Scenario network overview

Table I
STATS OF THESIMULATION EXAMPLE

14285 simulation cycles

100000 steps (in Model)

42412 transitions (of Monitor)

automaton. Column 2 shows the number of steps of the
simulation during which the monitor stayed in the respective
state. The rightmost column shows how often, during the
simulation, the respective state was reached or in other words,
how many of the simulation’s cycles lead to a system state
with the respective properties.

For statistics on the simulation see table I. The aim of the
simulation in this example is to find and compare successful
attack strategies. The monitor automaton’s states reflect the
known preconditions of an event that leads to unauthorised
access privileges for the attacker. The automaton checks
which of the preconditions are fulfilled whenever the attacker
gets privileges on the database server. Furthermore, in order
to avoid misinterpretations a state of the monitor reflects
simultaneous fulfilment of both preconditions and a transition
is added that allows to decide whether a breach is possible
without any of the mentioned privileges, e.g. that has not been
thought of before (see the monitor’s stateUnexpectedBreach
in table II).

By changing the monitor automaton the focus of the sim-
ulation can be refined easily. A more complex design of
the monitor allows for a more detailed forecast of system
behaviour and the coherences within the system. The example
monitor has been enhanced in order to evaluate the attributes
during the breach and, at the same time, the exploits the
attacker most likely uses to get the respective privileges.The
respective findings can be found below the double line in table
II. This run of the simulation comprises 100000 steps in 14285
cycles. In these 1753 breaches (successful attacks) occurred.
Of these 1484 occurred after the attacker obtained privileges
on thenix host which equals 84.7%. Thus it is easy to elicit
the advantage of a concentration of efforts on this host in order
to decrease the risk.

As the Unix Host has been identified to be critical, the

Table II
RESULTS OFEXAMPLE MONITOR

State of Monitor Steps of Sim. Transitions

Initial 55560 0

MultipleAccess 3900 2023

RootOnNixHost 31068 10874

UnexpectedBreach 0 0

UserOnMsHost 6400 2726

BreachMultiple 290 193

BreachViaMsHost 644 269

BreachViaNixHost 2139 1291

Sum of Breaches 3073 1753

Ainitial2 62470 0

AAllRootOnNixHost 37531 12518

ARshLoginToNixHost 0 0

AmanDBToNixHost 13 11

AsshExpStealthToNixHost 11368 3856

AsshExpToNixHost 26150 8651

enhanced monitor was created in order to analyse the activities
leading to a compromise of the critical host. Simulating the
model with the enhanced monitor results in the finding, that
in only 11 of 14285 cycles of a simulation the exploit of a
man-db vulnerability (CVE-2003-0620) was used to get root
privileges on the critical host, while more than 99 per cent
of successful breaches are based on exploits of an openssh
vulnerability (CVE-2003-0693).

The example shows how to iteratively examine expected
system behaviour with small effort using the simulation and
the monitor automaton. The likelihood of different events
or system traces can be statistically determined. However,
the example also shows, that a simulation can only give
answers to questions that go beyond the model, because it
has to incorporate the respective aspects on an adequate level
of abstraction. For that reason, future work will focus on
creating interfaces to tools like Security Information andEvent
Management (SIEM) appliances in order to automatically
generate parts of the model and in particular the weights of
transitions.

IV. D ISCUSSION ANDFUTURE WORK

The monitor is a powerful tool to strictly define those
patterns of system behaviour, that have an implication on
properties under investigation. In the example of III-D, these
were mostly privileges and information on how they are
gained. System traces that indicate security properties beyond
access control can be monitored as well. In other use cases
of the ongoing work, the monitor is used to define complex
properties with regard to the interplay of different contexts,
like the application state, network configuration, physical
properties and different processes interlinked with the former
(e.g. a maintenance process in a critical infrastructure).

With the Approach presented here, it is obvious that an
action’s likelihood depends not only on a weight classification



defined in advance but also reflects the corresponding state
of the system. Deriving the probability distribution over the
alternatives in a given state of the model from classes of
weights enables to analyse larger, more heterogeneous systems
than with normal probabilistic approaches.

Simulation of the APA model also reduces the number of
actions processed in comparison to evaluating all possiblestate
transitions in a model’s reachable state space. Furthermore
the generation of likelihood distributions only for those states
reached during a simulation is feasible for large models. This
allows for a dynamical computation of the probabilities of
a state’s successors and thus enables an assessment of large
systems. Some further aspects of the ongoing work are
discussed in the following.

A. Model

Creating a model of a system under investigation always
idealises reality. Nevertheless, it is a means to a) abstract from
insignificant complexity of the reality, b) capture the essence
of an issue under investigation and c) automatically evaluate
an abstraction of reality using a computer. Whenever a model
is created, the model and those working with the model have to
regard any assumptions made and the aspects abstracted from.
Modelling vulnerabilities, exploits and attacker’s capabilities
is not the only way of analysing a system’s security issues.
Instead, an advantage of the approach is the opportunity to
simulate various different kinds of LTS models. These can
describe diverse systems on different levels of abstraction and
thereby lay the focus on different (security) attributes ofa
system. The mentioned diversity could include cyber-physical
models, work-flow specifications and business process infor-
mation. Furthermore, the combination of the APA model with
the very flexible monitor automaton allows for fast succession
of analysis regarding different issues.

Otherwise, modelling of systems is a science in itself or
sometimes even called an art [25]. It certainly is a complex
task, so further work will be about finding out what could
possibly be modelled with what effort and how to find
constraints. An interesting aspect of future investigation is
whether it is possible to create templates for APA models
(or any other, possibly simpler model that can produce an
LTS) describing the object of investigation on the one hand
and different suitable monitors for predefined properties on
the other. Especially the latter seems to be promising, as
most of the security properties are of general interest and the
corresponding indicators can be found in different systems.
Besides, the automation of model creation from existing data
is already and will be further examined.

B. Weighting Factors

According to the status quo in information security risk
assessment literature (see section II), likelihood quantification
is a very tedious task. Either, probabilities of risks are
gathered by working through catalogues and assessing every
single risk, or all actions that lead to negative incidents
are evaluated separately. Both ways seem more demanding

and error prone than the definition of weights for classes of
actions in accordance to each other, as proposed in this paper.
Moreover, with the proposed method, the number of single
evaluations is much smaller.

The determination of the weights can be integrated into
workshops for threat and vulnerability identification thatare
part of some risk assessment methods, e.g. OCTAVE [11].
Such workshops are held by security experts, decision makers
and personal that know the system under investigation best,
which makes these groups the perfect team to evaluate the
relative weights of transitions (e.g. events) in the model of the
system. Also, probabilities identified during such workshops
today, could be used as input without changing the standard
process.

Furthermore, parameters such as cost of an attack, expertise
required, availability of exploits, or financial gain for the
attacker can be considered in computing the weight factors.
Additionally, it has been proposed that potential attackers
would always choose those attack vectors that promise to
minimise the demand w.r.t. programming know how and time
to success [2]. Time of such processes might be measurable
and the know how could be rated and thereby provide a basis
to elicit weights.

Nevertheless, a concentration of future work will be aimed
at reducing the subjective factor and introducing automation
concerning the creation of the weighting factors. This first
approach is based on a static predefinition of weights. As
described in the example above it makes sense in many cases
to define dynamic weights that are computed as a function
over the current state of the LTS, the history of the simulation
run or the monitoring automaton. Also attack strategies can
be reflected in dynamic weights. Then, if a particular pattern
occurs in the simulation, weights are swayed for all steps being
part of this attack strategy.

It is also planned to facilitate dynamic adjustment of the
weights through linking to SIEM solutions. Those systems
aggregate, correlate and analyse security-related data inlive
systems. Exploring the data generated by SIEM systems in
order to define and influence the weights could be beneficial
in two modes of implementation. Either historical SIEM data
is used to derive the weights for a simulation, or the simulation
would run constantly and parallel to a SIEM solution and the
live events change the weights during the run of the simulation.

C. Simulation

Through the introduction of a weighted simulation, the
model checking approach, that is intrinsically analytic and
(concerning the result) deterministic has been extended to
include stochastic capabilities. This enables to make forecasts
w.r.t. the likelihood of certain traces of action and thereby
approximate unknown aspects of future behaviour.

In a simulation or a similar quantitative security analysis
in the field of information security, it is common to use
probability distribution functions to model unknown behaviour
and cope with uncertainties. The variables are chosen to
fit the situation as good as possible. Mostly, exponential



distributions are used to model attackers behaviour but other
distributions have been applied to security analysis, too [17],
[22]–[24]. Defining probabilities according to such functions
unlinked to system intrinsic properties carries the risk of
abstracting from system properties that should have been
investigated. In this paper, probabilities of events are generated
through the random choice of active transitions and therefore
a statistical distribution function is not used. Nevertheless, it
might be worthwhile to consider a combined approach if for a
large number of events a fixed statistical distribution correctly
models the expected occurrence.

Future work will include an analysis of the statistical
properties of the simulation which will help calibrating the
parameters within the process. One approach will be a
comparison between the simulation results and those of a nu-
merical likelihood calculation based on a reachability analysis
using the same set of weights. A statistical analysis of the
results will be conducted in order to elicit the conditions of a
meaningful probe.

V. CONCLUSION

The principal goal of the ongoing work presented here is
to assist the information security risk management process
through the development of a model based methodology of
risk assessment. Our approach is to simulate a system that
is modelled as an automaton based LTS. The simulation
is monitored by an additional automaton that reflects secu-
rity properties and enables to analyse the system behaviour
regarding these properties. Weighting factors are added to
classify transitions, relatively swaying the simulation.These
components have been successfully implemented.

The property based modelling allows to simulate the system
on various levels of abstractions. It even enables analysis
of unforeseen effects that is disregarded by risk assessment
methods that focus on asset violation, because well-defined
security properties do not change with the system set up and
thus enable to reuse (branches of) the monitor. Furthermore,
the weighted simulation facilitates flexible evolution of the
analysis through the successive adjustment of parameters or
model.

Compared to other approaches presented in this paper the
relative weighting of classes of transitions is less complex
in terms of quality and quantity. This distinguishes the
approach from manual likelihood estimation of any single
event of the system behaviour or from evaluation of risks
according to threat catalogues or asset oriented risk estimation.
Furthermore, as the weighting factors will be used to interface
the simulation with system and security events from SIEM
solutions, they are a key factor of the integration of the
approach with existing security management software and thus
of the automation and practical usability of the risk analysis.

The model based simulation is an effective way of mak-
ing forecasts through approximating probabilities of future
behaviour. The approach is very flexible, allowing different
ways to adjust parameters successively. Future work will aim
at automation, development of the forecasting algorithm and

the minimisation of subjective factors through connectionto
real measurable data.

L IST OF ACRONYMS

SHVT Simple Homomorphism Verification Tool
ICT Information and Communication Technology
IT Information Technology
SIEM Security Information and Event Management
LTS labelled transition system
APA Asynchronous Product Automata

L IST OF SYMBOLS

Q The set of states in an LTS.
T The set of transitions of the APA.
si A particular state of the LTS, indexed i.
Tx The set of transitions alternatives in a statesx.
t Any transition.
ti A particular transition, indexed i.
gi The weight of the transitionti.
µ The probability distribution function
M The set of states of the Monitor.
m a particular state of the Monitor.
A The set of active states of the Monitor.
λ A predicate of the Monitor.
Λ The alphabet of predicates of the Monitor.
pre Predicate regarding the predecessor state.
tn Predicate regarding the name of the transition.
ivp Predicate regarding the interpretation variables of

the transition.
suc Predicate regarding the successor state.
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