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Abstract 

The representat ion power of goal-subgoal trees and 
the adequacy of th i s form of problem reduction is con
sidered. A number of inadequacies in the c lass ica l 
form are i l l u s t r a t e d , and two versions of a syntact ic 
procedure incorporat ing extensions are given. Although 
the form of the correct ions are suggested from reso lu
t i o n theory r e s u l t s , and the value of t h i s connection 
emphasized,-the paper discusses the goal tree format 
and i t s extensions on an informal l e ve l . 
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1. In t roduct ion 

Af te r several years when almost a l l theorem prov
ing systems, and many problem solving systems, were 
based on reso lu t i on , many researchers are returning to 
natura l deduction type l og i cs , of ten implemented via 
some form of goal-subgoal tree notat ion using a prob
lem reduct ion approach. In t h i s paper the goal-sub
goal t ree form (or AND/OR tree form) is considered. 
We show that if one wishes to use th is syntact ic form 
fo r representat ion of the deductions and search space 
as a f u l l replacement fo r the reso lu t ion approach, one 
must make same addi t ions to the c lass ica l problem re 
duct ion formulat ion. 

To show that there ex is t holes in the c lass ica l 
goal-subgoal problem reduct ion method we need only 
present some examples, which we supply. To determine 
an appropriate cor rec t ion and measure i t s power takes 
some theory. I t turns out that reso lu t ion theory, in 
pa r t i cu l a r the model e l im ina t ion procedure r esu l t s , 
provides an adequate theore t i ca l base. In th i s paper 
we only state the consequences for the problem reduc
t i o n approach, omi t t ing proofs. However, we want to 
stress the value of reso lu t ion theory for the ins ight 
it gives to the problem reduction method and remark. 
that more information than is explo i ted here can cer
t a i n l y be pul led from ex is t ing reso lu t ion theory. 

AND/OR t rees, used as goal t rees , are components 
of most problem solv ing systems that are not reso lu
t i o n based. We are hereafter concerned only w i th goal 
trees used for l og i ca l inference. We show, among 
other th ings , that the usual way of organizing goal-
subgoal trees is incomplete yet one small change makes 
the mechanism complete, assuming equal i ty subs t i tu t ion 
is not re levant , and i f the equal i ty predicate is used, 
several added ru les gives completeness in general. By 
completeness, we mean that the goal trees and associ 
ated syntact ic mechanism is capable of establ ish ing a 
goal statement whenever the goal is v a l i d given the 
assert ions present. The systems we discuss are the 
search trees such as are used in the Geometry Theorem 
Machine (Gelernter et a l . 2 , 3 , 4 ) , the Logic Theorist 
(Newell et a l . 1 2 ) and elsewhere. Indeed, when the 
equa l i t y predicate is not present, the mechanism of the 
Plane Geometry Machine is su f f i c i en t in s t ructure and 
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mechanism to be complete yet is not complete. 

The subject of completeness is embroiled in con
troversy these days. We fee l a developing consensus 
that t o t a l completeness is point less to pursue, and for 
almost a l l problems, pursui t of the so lu t ion w i l l be 
done by methods ( p a r t i c u l a r l y search methods) incomplete 
in themselves, yet the t o t a l reservoir of tools to be 
drawn upon should be complete if at all possible. In 
pa r t i cu la r , one wishes the underlying organizat ion and 
recording mechanism ( th i s is what AND/OR goal trees 
are) to be capable of handling any s i t u a t i o n . The 
worst possible s i t ua t ion is to be prevented from estab
l i sh i ng a simple inference not because one is unable to 
thread through the search space but because the i n f e r 
ence chain cannot even be represented. We claim th i s 
is p a r t i c u l a r l y bad because the problem spec i f i c search 
tools are expected to be updated f requent ly whi le the 
underlying recording (proof) mechanism is viewed as far 
more stable. In analogy, I n a b i l i t y to express concepts 
due to inadequate grammatical st ructure is worse than 
inadequacy due to a l im i ted vocabulary, fo r one more 
read i l y adds to his (her) vocabulary. One wishes a 
grammar "complete" although no one expects a "complete" 
vocabulary. 

As regards goal t rees, one instance of inadequate 
understanding of goal trees and the associated mechan
isms is reported in Gelernter3 . This paper documents 
an instance where a mechanism mixing use of the STUCK 
and ESTABLISHED labels wi th goal e l iminat ion due to 
i den t i ca l higher goal resul ted in the I n a b i l i t y to i n 
fe r theorems whose known proof complexity suggested 
so lu t ion should be possib le. As search spaces were 
r e l a t i v e l y smal l , most runs could be ca re fu l l y analyzed, 
so the f law was probably discovered on the f i r s t theorem 
for which the flaw ac tua l l y prevented the proof. How
ever, the Geometry Theorem Machine had been in operation 
nearly a year at that time and many "product ion" runs 
were made p r io r to th i s discovery. Moral: flaws in 
Inf requent ly used l og i ca l paths may be p a r t i c u l a r l y bad 
because simple (and important'?) resu l ts may be blocked 
long a f te r the system is bel ieved "debugged" in I t s 
basic rout ines. 

We do not consider completeness proofs here but 
r e l y on examples to suggest the need and degree of ap
p l i c a b i l i t y of extensions to the c lass ica l form for 
goal t rees. Those fam i l i a r w i th reso lu t ion theory ( i n 
p a r t i c u l a r , model e l iminat ion as given in Loveland1 0 , 
also in Kowalskt and Kuehner8) w i l l be able to v e r i f y 
some claims. Other assert ions are based on resu l ts to 
appear in a forthcoming book on theorem proving by one 
of the a u t h o r s ' ' . 

At th is stage of development of the a r t i f i c i a l 
i n te l l i gence f i e l d , we fee l i t i s unnecessary to j u s t i 
fy In terest In theorem proving techniques themselves. 
The.bibl iography l i s t s a small sample of papers that 
invest igate theorem proving techniques or apply such 
techniques to robot guidance, question-answerer sys
tems, automatic programming, etc. 

2, Goal Trees 

By a goal tree we mean an AND/OR tree developed 
by a problem reduct ion mechanism. A " c l a s s i c a l " t r e a t 
ment of goal trees occurs in Ni lsson 1 3 and S lag le 1 9 , 
f o r example. We review t h i s not ion b r i e f l y by ou t l i ne 
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A goal t ree records the development of the search 
to establ ish G by l i n k i n g It to the premises v ia the 
impl ica t ions . G is the top goa l ; i f i t is alsO a 
premise, G Is estab l ished. Otherwise a l l impl icat ions 
wi th consequent G are located and the antecedents of 
each such imp l ica t ion become new goals, subgoals of G. 
G is the parent of each new goal and each new goal is 
the successor of G. If each new goal f o r one of the 
impl icat ions can be estab l ished, G is then establ ished 
(by asser t ing the imp l i ca t i on ) . The antecedents of 
one imp l i ca t ion form partner goals. We also re fer to 
a conjunction of goals 'meaning the set of antecedents 
from one imp l i ca t ion . Any s ing le set of partner goals 
(goals in conjunction) at th is leve l that can be es
tabl ished establ ishes G. This y ie lds a d is junc t ion of 
partner goal sets . If no partner goal set corresponds 
to a set of premises, some partner goal set is se lec t 
ed and each of the partners not a premise is again 
matched against imp l i ca t ion conclusions to create (pos
s ib l y ) new subgoal sets (not necessar i ly as a single 
p a r a l l e l a c t i o n ) . This proceeds in i t e r a t i o n u n t i l a 
s u f f i c i e n t set of premise matches are found, or the 
search stops. The con junct ion /d is junc t ion r e l a t i o n 
ship above leads to the name AND/OR t ree . 

A goal A is an ancestor of goal B if A is the parent 
of B or A is an ancestor of the parent of B. A partner 
of an ancestor of the goal A is ca l led an ancestor 
partner of A. 

We give an elementary example from plane geometry 
in the s p i r i t of the Geometry Theorem Machine (GTM); 
Bee Figure 1. Immediate subgoals l i e below the i r goal 
and are connected by a slanted l i n e . Partner goals are 
connected by a hor izonta l l i n e . In Figure 1 the bot
tom leftmost conjunction of goals is re jected even 
though two goals are premises because the t h i r d goal 
also occurs as the top goal , thus it is an ancestor of 
i t s e l f . Any goal that occurred as an ancestor goal of 
i t s e l f was rejected at the lower leve l in the GTM 
s t ruc ture because i f i t could be established at a l l , 
i t could be establ ished from the higher l e v e l . Also 
in the GTM structure was a way of discarding a con
junc t ion of goals i f a higher conjunct ion containing 
an ancestor was easier to prove. We do not elaborate 
for we handle th i s somewhat d i f f e r e n t l y . The key 
point is that i n te rac t i on wi th ancestor goals ex is ted , 
and was very important due to the "depth f i r s t " search 
which meant not leaving a branch u n t i l you could go no 
f u r t he r . 

We now enlarge our format fo r expressions. This 
is done by al lowing our atoms to be l i t e r a l s , atoms 
possibly preceded by a negation s ign. Thus if A is a 
complex expression, we look Inside only to check if 
the lef tmost symbol is a "no t " operator of p ropos i t ion-
al l og i c . I f so, i t is d isplayed. We l e t A, B, C , . . . 

(possibly w i th subscripts) represent l i t e r a l s . To 
emphasize that B is A proceeded by a "no t " we w i l l 
sometimes w r i t e B as ~A. A and ~A are complement l i t 
e r a l s . Otherwise, our expression format is as before. 

The use of negated goals has not appeared in the 
c lass ica l inference programs using goal-subgoal sys
tems. The Geometry Theorem Machine avoided Che need to 
recognize complementary goals almost by accident, for 
concepts l i k e "XYZ is co l l i nea r " and "XYZ is not c o l -
l i nea r " both appeared but d id not i n t e r a c t . However, 
in general s i tua t ions p a r t i c u l a r l y in robot systems, 
question answerer systems, e tc . i n te rac t i on between 
complementary l i t e r a l s Is to be expected. Certain re 
cent systems of a goal-subgoal format have been de
signed to handle negated formulas so that complemented 
l i t e r a l s i n t e r a c t ; see Bledsoe et a l . 1 , Re i te r 1 5 , 
These systems are less in the c lass ica l goal-subgoal 
format than the system considered here and also appear 
to be incomplete. 

We consider in Figure 2 a simple example in which 
the goal fol lows from the assert ions but the goal-sub
goal mechanism so far i l l u s t r a t e d w i l l not establ ish 
the goal . One reason is that the contraposi t ive of 
one of the assert ions is needed. We add the contrapos
i t i v e as an e x p l i c i t asser t ion . We note, however, that 
there is no way of proceeding to a premise! Yet the 
problem is simple enough so that one can read the i n 
tended meaning of the assert ions and see that the goal 
fo l lows. We claim that because "-C occurs as an ( i n d i r 
ect) subgoal of C, we can t rea t ~C as if it were a 
premise and terminate that branch. That I s , *-C is now 
marked contradicted and considered establ ished. As A 
is a premise, B is establ ished, so C is estab l ished, as 
desi red. 

The ra t iona le fo r the mechanism above is not hard 
to f i n d . Either C is t rue or ~C is t r ue . If ~C is 
t r u e , then we can estab l ish C (a f te r establ ish ing other 
per t inent subgoals), which is imposatble. Thus C is 
t rue . This is an argument by con t rad ic t ion . We ob
serve that the check for th i s is t r i v i a l i f possible 
i d e n t i t y wi th ancestor goals is checked as in the GTM. 
One simply checks for i den t i t y and then complementa
t i o n . 

The not-so-immediate fact is that we now have a 
p ropos i t iona l l y complete system. That i s , i f no sub
s t i t u t i o n inside l i t e r a l s is allowed BO as to make d i s 
t i n c t l i t e r a l s a l i k e (or complementary) no fu r ther 
gimmicks w i l l be necessary. In Figure 2, we note a 
possible a l te rnate argument to produce establishment 
is that one of D and ~D is true so one of the two ways 
of es tab l ish ing C should be permit ted, Is th i s s u f f i 
c ien t also? Probably so, we are not sure. In any 
event, it Is general ly a much more d i f f i c u l t check as 
the occurrences of D and -J) are on d i f f e r e n t d is junc
t i v e branches and can be made to appear at an a r b i t r a r y 
depth by making the inference connecting C and D more 
complex. Thus instead of a nearly f ree check one has 
a r e l a t i v e l y complex tree search. But might such a 
tree search be necessary anyway, fo r some case where 
ancestor complements do not occur? No. That is the 
meaning of our statement that the system is now prop
o s i t i o n a l l y complete. The proof is a consequence of 
the completeness of model e l im ina t ion (ME). 

In general, problem solvers w i l l not be constrained 
to work p ropos i t i ona l l y . The expressions we have con
s idered, goal and asser t ions, w i l l in general have free 
var iables and func t ions , inc lud ing Skolem funct ions 
which bu i l d in un iversa l q u a n t i f i e r s . We do not con
sider in d e t a i l the process of general conversion to 
our chosen format (generalized somewhat below). It is 
bas i ca l l y the conversion to d i s junc t i ve normal form 
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wi th Skolem funct ions , the dual to the "conversion" in 
N i l sson 1 3 , fo r example. The general s t ructure of the 
goal-subgoal mechanism when operating in the presence 
of f ree ( ind iv idua l ) var iables and subs t i tu t ion is the 
same but wi th d i rec t comparison replaced by the not ion 
of u n i f i c a t i o n from reso lu t ion (see Robinson17, 
N i lsson 1 , or S lag le 1 9 ) . 

One of the common subs t i tu t ion s i tua t ions involves 
equa l i t y . If we have goal P(a) and assert ion a=b we 
ce r ta in l y consider P(b) a subgoal whose establishment 
would y i e l d P{a) . Indeed, some readers may wonder why 
we need to w r i t e P(b) e x p l i c i t l y . P(a) might be i n t e r 
preted as a l l statements equivalent to P(a) under 
equal i ty subs t i t u t i on . This has disadvantages when 
subst i tu t ions use numerous derived equations so we r e 
jec t t h i s here although a use of such i d e n t i f i c a t i o n 
might be sa t i s fac to ry . Such a treatment is compatible 
wi th our main points but requires a modified organiza
t i o n to that given below. 

In Figures 3, 4, and 5 we give examples where the 
goal should be in fe r red from the assertions presented 
but cannot be in fer red under the simple format of the 
preceding paragraph. These f igures suggest the format 
in which we propose to handle such problems. That is, 
in our general descr ipt ion below the problems stated 
would generate the goal tree presented. Note that in 
Figure 4 an a l te rnate form of impl icat ion 1 is needed. 
We supply it here as asser t ion 4, We c a l l 4 a general 
contraposi t ive of 1. We remark that we would expect 
the s i t ua t i on of Figure 4 to ar ise very in f requent ly 
so such an inference route should be investigated only 
when desperate. 

Again, if we adopt the few ru les for handling 
equal i ty given below, of which three instances have 
been displayed, we have completeness of the goal t ree 
procedure when equal i ty subs t i t u t i on is included. The 
completeness proof comes from the appropriate form of 
ME w i t h paramodulation (an equal i ty handling mechanism) 
whose proof appears in Loveland . 

A number of other features for goal t ree analysis 
can be gleaned from resu l ts concerning ME. Most are 
natural in th i s se t t ing such as the removal of a con
junc t ion of goals when one goal matches an ancestor 
goa l . We noted th i s was incorporated in the GTM. A 
non - in tu i t i ve s i t ua t i on is that a conjunction of goals 
can be el iminated if one of the component goals is 
complementary to an unexpanded ancestor partner goa l , 
i . e . , a goal w i th no subgoals yet recorded, but com
pleteness is not assured unless a goal is marked dis-
placed, and treated as establ ished, whenever it match
es an unexpended partner or an unexpended ancestor 
partner goal . Displacement is i l l u s t r a t e d in Figure 
6. Displacement avoids expanding the same subgoal 
twice. 

Figure 7 is an example of another s i t ua t i on we 
must handle. If S is an unsa t i s f i ab le formula, S C 
is v a l i d fo r any formula c. We use the device of the 
contradic tory formula ps which may be considered a 
shorthand fo r formula P A —p. This device allows a 
natura l extension of our not ion of asser t ion and goal 
and suf f ices to handle cases where the goa l , or sub-
goal , cannot be d i r e c t l y derived although it is a 
va l i d consequence of the asser t ions. 

We wr i t e the general format fo r our goal t ree 
system as if a propos i t iona l system is our concern. 
That i s , a l l comparisons of l i t e r a l s are by i d e n t i t y 
or complementarity. However, the word matches is used 

for th i s i d e n t i t y check. By in te rp re t i ng matches as 
using a most general un i fy ing subs t i t u t i on , the general 
form is real ized when subs t i tu t ion for ( ind iv idua l ) 
free variables is permitted. We include in our format 
the subs t i t u t i on of equal i ty bu t , again, w i t h the ambi
gu i ty which may or may not al low free variables in 
those terms. 

For convenience we labe l the problem reduct ion 
procedure below the MESON (Model El iminat ion Subgoal 
Oriented) procedure. 

We consider again the expression format. An a r b i 
t ra ry f i r s t order formula can be converted to the ap
propr iate expression format, preserving v a l i d i t y . A 
formula, or ( f i n i t e ) set of formulas, not already s u i t 
ably expressed should be converted to the fo l lowing 
form: 

B ...AB - G, 

where B. is of the form A A. . . M m -• C or C and G is of 
the form L.A...AL , where the A s, L ' s and C are l i t 
e ra l s . This is read i ly obtained from the d is junc t i ve 
normal form of the o r i g i n a l formula. G then defines 
the goal: i f K» l , L- is the single goa l , otherwise 
L . , . . . , U are top leve l partner goals a l l of which must 
be eventual ly establ ished. We can tackle one at a time 
(though they may be l inked by common var iables) so 
hereafter we consider a single goal G. A A . . . M -♦ C 
is an assert ion imp l i ca t ion , and c a premise. An im
portant equivalence for format preparation is 
(A •* B V C) ^ (A A «B -* C). This is used to form the 
various general contraposit ives needed for complete
ness. We extend th i s to generate <-A -» £ from A, fo r 
example. 

I f the goal is believed to fo l low d i r e c t l y from 
the assert ions (as is usual ly the case) the use of I 
may be avoided. Otherwise, add p. -* G, the asser t ion 
generated from the goa l , to the assertions and for each 
asser t ion A. A. . . M -» C add the general contraposi t ive 
A A...AA A ~C -* ^, and for each premise add i*C — j£. 
Only one such formula need be added to the asser t ion 
l i s t i f some version of that assert ion is believed 
necessary to establ ish the r e s u l t . 

I t is necessary to consider, fo r each asser t ion 
impl ica t ion A A...AA -• C, m general contraposi t ives 
plus the o r i g i n a l assert ion if completeness is to be 
preserved. There should be one general contraposi t ive 
A A.. .A A - ^ A A ,».ft A ( -» «A fo r each i. The 
order of antecedents in any assert ion is immater ia l . 

3. The MESON Procedures 

The procedures presented here are for propos i t ion
al (var iable f ree) problems. We w i l l make occasional 
reference to the requirements of the procedures u t i l i z 
ing var iab les . 

The procedures represent syntact ic systems for 
adding to a goal t ree information about goal-subgoal 
re la t ionships and establishment of goals. The proce
dures return "success" or " f a i l u r e " according to wheth
er the top goal can be established or not respect ive ly . 
Of course, the a b i l i t y to re tu rn " f a i l u r e " disappears 
when subs t i t u t i on is al lowed, e . g . , f i r s t - o r d e r formu
l a t i o n s , A returned value of " f a i l u r e " fo r a problem 
indicates e i ther the top goal does not fo l low from the 
assert ions or the search ordering and goal generation 
and de le t ion strategies speci f ied by the planning rou 
t ine are inadequate for the problem. ( I t is possible 
to w r i t e a complete planning rout ine which theo re t i c 
a l l y always returns "success" for soluable problems.) 

We w i l l now present two MESON procedures for goal 
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tree analysis Incorporat ing the new ru les discussed 
above. The procedures are l o g i c a l l y div ided in to four 
subprocedures wi th labels " i n i t i a l i z e " , " l oop " , "up-
datejnarks" and "update_goals". 

The ins t ruc t ions placed at the labe l " i n i t i a l i z e " 
define GOALS (the set of goals to be attempted) to be 
the set consist ing of only the top goal and also i n i 
t i a l i z e the goal t ree . 

The ins t ruc t ions placed at the labe l " l oop" select 
a goal G from GOALS, an operat ion to be performed and 
an asser t ion D if needed. The selected operation is 
then performed for the goal G and asser t ion D. Those 
operations t r y to es tab l i sh goals or create subgoals. 

The ins t ruc t ions placed at the labe l "update_ 
marks" mark a goal "es tab l ished" if each of a l i s t of 
partner successors is marked "es tab l i shed" , "cont ra
d ic ted" or "d isp laced" . Thus, if each of a conjunc
t i on set of subgoals of a goal is estab l ished, the 
goal is establ ished. 

The ins t ruc t ions placed at the labe l "update__ 
goals" add newly generated subgoals to the t ree and 
GOALS provided cer ta in acceptance c r i t e r i a are met. 

The se lect ion of the next goal in GOALS to be 
operated upon and the se lec t ion of the operat ion and 
the asser t ion to be used in operating on that goal are 
assumed to be accomplished by some ex terna l ly speci
f i ed planning rout ine ("the p lanner" ) . The planner, 
in add i t ion to speci fy ing a search s t ra tegy, may re 
s t r i c t or t o t a l l y e l iminate use of some of the opera
t i ons . For example, t r a d i t i o n a l goal tree procedures 
wi thout the cont rad ic t ion mechanism correspond to a 
planner which never uses the operation at "op3". 

The planner, by applying the operat ion at "op5" 
to a goa l , removes the goal from GOALS and thereby 
s i g n i f i e s that no more operations w i l l be appl ied to 
the goa l . 

If one wishes to insure completeness, the planner 
must in some order process a l l operations (except the 
operat ion at "op5") fo r each goal and po ten t i a l l y ap
p l i cab le asser t ion . The planner may select the goals 
of a conjunct ive set of goals in any desired order to 
attempt the i r establishment. The procedure(s) make 
no assumption as to whether the search is d e p t h - f i r s t , 
b r e a d t h - f i r s t , or Borne mixture of these. 

MESON procedure 

i n i t i a l i s e ; 

loop: 

op1: 

op2: 

Let GOALS be a set consist ing of only 
the top goal . I n i t i a l i z e the goal t ree 
to the top goa l . 

If GOALS Is empty, e x i t procedure w i th 
" f a i l u r e " . Let G be a goal in GOALS 
selected by the planner. The planner 
selects one of the fo l lowing operations 
to be performed on G and selects D, a 
premise, imp l i ca t ion or general contra-
pos i t i ve of imp l i ca t i on , as required by 
the operat ion. 

If G matches the premise D, mark G 
"establ ished" and go to update_marks. 
Otherwise go to loop. 

If G matches the consequent of D, where 
D is an imp l i ca t ion or general contra-
pos i t i ve of imp l i ca t i on , l e t A be the 

op3: 

op4: 

op5; 

update marks; 

update_goals: 
tes t 1: 

test 2: 

set of the antecedents of D and go to 
update_goals. Otherwise go to loop. 

If G matches the complement of an ances
tor of G, mark G "cont rad ic ted" and go 
to update_marks. Otherwise go to loop. 

If G matches an unexpanded partner of G 
not marked "displaced" or an unexpanded 
ancestor partner of G, mark G "d isp laced" 
and go to update_marks. Otherwise go to 
loop. 

Delete G from GOALS and go to loop. 

I f G is top goal , ex i t procedure w i th 
"success". I f a l l partner goals of G 
are marked "es tab l i shed" , "cont rad ic ted" 
or "d isp laced" , l e t G1 be the parent of 
G, set G-G,, mark G "estab l ished" and go 
to updatejnarks. Otherwise go to loop. 

If a member of A is i den t i ca l to G or an 
ancestor of G, go to loop, 

II a member oi A is complementary to 
another member of A, a partner of G or 
an ancestor partner of G, go to loop. 

Otherwise add the members of A to GOALS 
and to the goal t ree as a conjunctive 
set of successors of G and go to loop. 

The MESON procedure fo r equa l i ty incorporates 
ru les for handling the equa l i ty r e l a t i o n . I t d i f f e r s 
from the MESON procedure in that three new operations 
are added. A lso, the ru les for disregarding newly gen
erated subgoals (at " t es t 7" and " tes t 2") have not 
been proven to preserve completeness although we be
l i eve completeness is preserved w i t h these rules ap
p l i e d . We maintain the update_goals subprocedure in 
the MESON procedure for equal i ty w i th the admonition 
that if completeness is to be preserved these ru les 
should be bypassed (at present) . 

For technical reasons, i t is necessary to put in 
premises of the form a=a for each term a o r , if in a 
se t t i ng using free var iables and subs t i t u t i ons , one 
must put in x=x and f ( x , , . , . , x ) = f ( x . , . . . , x ) for 
each n-ary funct ion symbol f. Such axioms can be re 
placed by appropriate procedure rules i f desired. 

MESON procedure w i t h equal i ty 

i n i t i a l i z e : (same as fo r MESON procedure) 

loop: (preface and operations 1-5 same as for 
MESON procedure; only change is the ad
d i t i o n of the fo l lowing operations) 

op6: If G contains a term matching term a 
where a=b or b=a is the consequent of 
D, where D is a premise, imp l i ca t i on or 
general cont rapos i t ive of imp l i ca t i on , 
l e t A be the set consist ing of G w i th a 
s ing le instance of a replaced by b plus 
the antecedents of D and go to update_ 
goals. Otherwise go to loop. 

op7: If the consequent of D, where D is a 
premise, imp l i ca t ion or general contra-
pos i t i ve of imp l i ca t ion contains a term 
matching term a where G is afb or b f a , 
l e t A be the set consist ing of the 



complemented consequent of D w i th a 
single instance of a replaced by b plus 
the antecedents of 0 and go to update_ 
goals. Otherwise go to loop, 

op8; If H is art ancestor of G or G i t s e l f 
and H (resp. G) contains a term matching 
term a where G {resp. H) is a=b or b=a, 
l e t A be the set consist ing of H (resp. 
G) w i t h a single instance of a replaced 
by b and go to update_goals. Otherwise 
go to loop. 
(Note: see examples below.) 

update_marks: (same as for MESON procedure) 

update_goals; (same as for MESON procedure) 

We attempt to c l a r i f y op8 and shed l i g h t on i t s 
usefulness. Consider the case that H is G and G is 
a=b, a and b simple constants. Then, reading the 
"respectively" case, we see that G contains term e and 
H is a=b. Then A, the possible new subgoal, is G w i th 
replacement, i . e . , b=b. Taking the other case ( ignor
ing the " respec t ive ly " ) y ie lds the same possible sub-
goal . This is cer ta in ly unproductive and could actu
a l l y be deleted w i th no r i s k involved. However, in a 
f ree var iable se t t ing wi th subs t i t u t i on i t i s important. 
Suppose the goal is f (x )=x and the sole premise is 
f ( f ( x ) ) = x . By op8 where H is G is f ( x )=x , ignoring 
the respec t ive ly 's ( fo r v a r i a t i o n ) , we have H contain
ing a term x matching f ( y ) , under subs t i tu t ion f (y ) 
f o r x, where G is f (y )=y (the change of var iable name 
is a necessary d e t a i l ) ; now a=b is f(y)=\y. Then A 
consists of H wi th replacement, i . e . , f ( f ( y ) ) = y . This 
subgoal matches the premise and the desired resu l t is 
obtained. 

It is impossible to give an adequate discussion 
w i t h i n th is paper of the modif icat ions required to 
handle f i r s t order formulas, i . e . , a l lowing quan t i f i ca 
t i on of ind iv idua l var iables in the problem statement. 
This is best done elsewhere where space permits a f u l l 
d iscussion. The modif icat ions are generally s t ra igh t -
forward i f the reader is f am i l i a r w i th reso lu t ion 
theory, in pa r t i cu la r ME. See Loveland . Subtle 
points do a r i se , however, as suggested below. 

Performing matching by use of the general u n i f i c a 
t i o n a lgor i thm is an important idea and, although we 
can conceive of reasons to select less general subs t i 
tu t ions under cer ta in condi t ions, the advantages of. 
obta in ing the most general subs t i t u t i on should not be 
given up l i g h t l y . This is an important aspect where 
knowledge from reso lu t ion theory can enhance the prob
lem reduct ion method. 

We make two fu r ther po in ts , r ea l l y warnings, con
cerning adopting the above descr ip t ion of the MESON 
procedure to f i r s t order expressions. If the goal has 
a free var iab le in i t , the negation of the goal should 
be made a (hypothet ical) premise. To see t h i s , con
sider the fo l lowing example: Goal: P(y) ( i . e . , we 
want to know if 3yP(y)) . Asser t ion: ~P( f (a ) ) -♦ P(a). 
Clear ly e i ther P(a) or P ( f (a ) ) holds. We need ^P(x) 
as a premise to rea l i ze t h i s . A second po in t : a sub
s t i t u t i o n may occur in a subgoal when applying an as
ser t ion imp l i ca t i on . This subs t i t u t i on must be made 
at each occurrence of the replaced var iable through
out the goal t r ee . Thus copies of the goal t ree must 
be retained in such instances fo r back up in case of 
f a i l u r e . A good format f o r handling th i s involves 
adopting the ME format to the MESON procedure organiza
t i o n . 

4. Conclusion 

This paper can be read simply for the i l l u s t r a 
t ions of possible extensions for the problem reduct ion 
method. However, we have attempted to convey inform
a l l y that resolut ion theory can contr ibute to the under
standing of a l ternate syntact ic methods. Other devices 
of reso lu t ion such as l inear representat ion of goal 
trees and use of un i t clauses from premises may also be 
of use. We do bel ieve that the MESON format, which 
simply extends c lass ica l goal tree representat ion, may 
present a very useful way of incorporat ing reso lu t ion 
ideas in fu ture problem solving programs. 
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Problem Statement 
I have a swimming poo l . 
If I have a swimming pool and it 
doesn't r a i n , I w i l l go swimming. 
If I go swimming, I w i l l get wet. 
I f I t r a i n s , I w i l l get wet . 
Prove I w i l l get wet. 

A; I have a swimming pool . 
B: I go swimming, 
C: I get wet. 
D; I t r a i n s . 

FIGURE 3 
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FIGURE 5 
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