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Abstract

model of human
applications, are
parallel cooperating

Plans for programming a computer
motivation, for wuse in «clinical
described. A system based on

goal-processes is assumed, with the will interpreted
as the resource allocator between them. Wishes and
wants are distinguished on the basis of resources

allocated for action. An interpretation of mental
effort in terms of computational work is suggested.
The generation of actions through planning,

decision-making and forming intentions are discussed in
relation to 'regnant' goals. The dual nature of
motivation manifested in active and reactive aspects of
behaviour are emphasised.

Introduction

model of human
this paper has been

The information-processing
motivation to be described in

constructed as a part of a project directed at the
investigation of computer techniques in clinical
psychology and psychiatry. The project is in an early
planning stage. The ultimate aim is to construct
computer-based systems capable of intelligent and
helpful interaction with people seeking psychiatric
help. The general orientation of the project is based
on the assumption that such systems will require an

adequate model of human psychology at the level usually
found in personality theories within psychology. The
motivation model put forward here is intended as an
element towards the development of such a comprehensive
model on the basis of computational
(information-processing) concepts.

Our point of view of personality is that of a set

of basic resources organised into a heterarchical
system. These resources are formed by information
structures which include both prooesses and data

structures (objects). The heterarohioal organisation
implies that these resources are wused in complex
interaction with each other in order to synthesize
high-level psychological functions (like memory,
perception, thinking). There can be no abaolute
separation of these resources from each other and from
the higher-level functions. The partitioning of
personality into auch resources will always depend on
the particular point of view adopted for some apecific

purpose. This is the general problem of representation
in modelling complex systems. It must be recognised
that there is no unique solution to this problem, but

that solutions may be better or worse depending on the
purpose for which they are used.

We shall adopt a division of personality into
resources, which is reasonably <close both to common
sense and to traditional views in the psychology of
personality. The proposed division has five resources:

1. Central control (consciousness and attention)

2. Knowledge and reasoning (concepts, skills,
beliefs, inference, eto)

3. Motivation (goals, values, wishes, wants, will,
intentions)

4. Affect (emotions, attitudes, dynamic
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evaluation, interrupts)

5. Somatic interfaces (sensory Input, motor
output, psychosomatic processes)
Our long-term program is to discuss each of these

resources in detail; to show that they are themselves
complex systems composed of parts; and to indicate how
they interact with each other. Implementation as
computer programs will be attempted experimentally over
the next few years, but the development of a
comprehensive framework has higher priority. This
paper deals with motivation. The reason for tackling
this aspect first is that this area is currently rather
neglected in both psychology and artificial
intelligence, while it is ~clearly one of the most
central problems in personality theory.
The General Framework

Motivation needs to be treated within a general

theory of human action. There is a considerable
literature on this problem both in psychology (Mischel,

1969; Cofer & Appley, 1965; Ryan, 1970; Atkinson, 1964;
Bindra & Stewart, 1971; James, 1890; to mention but a
few), and in philosophy (Anscombe, 1957; Kenny, 1963;
Meiland, 1970; peters, 1958; White, 1968). Our
approach is eclectic, and owes much to such sources.
At the same time it has some new features, resulting

from our
implemented

attempt to formulate a model which could be
in the form of computer programs.

in order to
is brought about by
An action is the
White,
situation.
1968).

An agent (a person) executes an action
bring something about. Something
making it happen, by causing events.
exercise of the power to cause events (cf.
1968, pp. 2-8). Events are changes in a
Situations are states of the world (McCarthy,

A peraon has an internal representation (a model)
of the situation at any given time. This model
inoludes the representations of the environment, of

other persons in the situation, and of the person
himself. Various mental processes, internal to the
person, are also parts of the situation and may be
represented in the model. The same holds for the
mental processes and objects (information structures)

of other parsons in the situation.

The fundamental problem of motivation is to
characterise the relationship between a person's
purposes and actions. The purpose towards which an
action is directed we shall call a goal. In general, a
goal is a representation of a situation. The parson
acta in order to bring this situation about, i.e.,

cause the situation to change through eventa ao that as
a result of the action it will agree with the goal.

Hot all representations of situations are goals.
When a representation is a goal, this indicates that
the situation is regarded aa desirable by the person,
i.e. it has value for him. In the final analysis it
is this desirability (value, utility) of goals which
motivates behaviour. We shall not in this paper try to
analyse how values are attached to goals or why this



happens. As to the question of how, we see scope for
both learning and genetic mechanisms. As to the
question of why, we adopt a position labelled 'rational
hedonism' by G. A. Miller (1962), and assume that
values originate from pleasure, but not necessarily
sensory pleasure. Pursuing this point further would
take us into the area of affect, so we leave further
discussion for a future paper. Let us note however,
that here we reached one particular interface between
the motivational and affective resources.

The goals for action may come from a variety of
sources. Psychologists and philosophers tend to make
distinctions on the basis of time (past or future
reasons), internal or external factors (Patera, 1958),
physiological .or psychological factors, etc. We shall
not be concerned with these distinctions, important
though they are, since in our view they do not form
part of the motivational mechanisms themselves. Our
criterion for any factor to become motivational is that
the person should set up a corresponding goal with an
assignable value. Events leading to setting up of
goals may be found in physiological processes, social
circumstances, physical circumstances, psychological
processes, and elsewhere.

Wishes and Wants

We shall describe the result of setting up a goal,
i.e. the result of attaching a value to a description
of a situation, by saying that the person has a wiah
for that goal. A wish ia simply a recognition of the
fact that a certain situation ia desirable. Having a
wish for a goal does not imply action. It is thus
possible to wish for goals which are impossible at the
time, or ever. When the goal of a wish la reached, the
wish is satisfied (fulfilled). By definition, a wish
cannot be fulfilled by the result of an action of the
person having that wiah (although it may be fulfilled
as a consequence of an action), since the person does
not intend to do anything about his wish. (The
distinction between the results and consequences of an
action is due to von Wright, 1963.)

The difference between a wish and a want is that
the person is intending to do something in order to
reach the goal of the want. Note that 'intending to do
something does not mean the same as intending to take
a particular action which will bring about the goal.
Having a want of a goal simply means that the person is
allocating some resources towards taking some action.
This process of allocating resources is the function of
the will, to which we now turn.

The Will and Mental Effort

The function of the will is to allocate resources
to the processes of reaching goal*. Will power is the
investment of resources. The resources of a person are
finite and ongoing goal processes have to compete for
them. These resources include both the physical and
the psychological, although hare we shall be concerned
only with the latter.

the resources are
(for processing) in an
Together these
the amount of
process (Savage,

At the most fundamental level
space (for - memory) and time
information processing system.
resources oan be used to define
computational work required for some
1972).

Many treatments of motivation in the paat have
made use of an energy analogy to convey the notion that
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one important aspect of motivation is the ‘'energising'
of behaviour. Two clear examples are provided by
Freudian and ethologist (e.g. Tinbergen, 1951)
theories. These theories discuss motivation in terms
of the availability, storage, and utilisation of
'psychic energy', sometimes incorporating 'hydraulic’
ideas like reservoirs, overflow, releasing valves, etc.
It has always been recognised, both by these writers
and their critics, that the energy concept Ila only a
loose analogy. The relation of 'psychic energy' to
physical energy has never been clearly indicated by
Freud, and ia his later writings it seems to be treated
as an ‘inferential abstraction without specific
physical referent (Cofer & Appley, 1964, p. 597).
Rapoport (1960), however, has unearthed a rather
interesting  quote from Freud's 'Three Essays on
Sexuality', in which the concept is defined as follow
'the quantum of psychic energy ia a measure of the
demand made upon the mind for work'. This definition
ia closely related to the ideas we are putting forward
here.

We propose that mental work is to be measured in
terms of the computational work performed, i.e. in
terms of the number of equivalent logical operations
which need to be executed in order to perform a
computation (aee Savage, [1972] for a detailed
quantitative treatment of computational work). The
psychic energy' concept is to be replaced by the
concept of computational work.

Let us now return to the will and mental effort.
We have interpreted the will as the allocation of
resources to competing processes. Since we are
confining ourselves to psychological (mental)
processes, the resource is computational work. We now

propose that mental effort is the manifestation in
consciousness (central control) of the allocation and
expenditure of mental work. We need to distinguish at
least two aspects. Subjective feeling of effort s
involved in completing a process if the amount of
computational work involved is large. This ia the
'‘alow dead heave of the will' idea of William James
(1890, Vol. II, p. 534). Feeling of effort is also
involved in matters relating to the interruption of
ongoing activities and the initiation of new
activities. This kind of effort is often labelled
‘concentration' if it is a matter of protecting a
process from interruption, or an aot of will if it i a
matter of interrupting a pleasurable process in order

to do something else. An example of the latter is
William James's (1890, Vol. I, p. 524) famous
description of getting up on a cold morning.

We also need to distinguish between resource
allocation for purely symbolic internal processing
without external action, and allocation involving the
formulation and execution of intentions and external

actions. Special status needs to be given to external
actions, because this ia what distinguishes daydreaming
and fantasy about one's wishes, from doing something
about them.

In summary, the will involves resource allocation,
partly in the sense of the amount of computational work
a process can use, and partly In the sense of the
relative priorities of processes over each other as to
when they can use up computational work.

It oan be seen that in some respects our
interpretation of the will parallels the situation in a
modern time-sharing computer system where several users
compete for the computational resources (CPU, memory,
peripherals, etc), and a supervisor allocates quotas so
that everyone gets a fair deal.



Let us close thia section by pointing out that the
will ia an interface between the motivational and
central control mechanisms and ia thus another example
of  the many points of interaction between the
components of the personality system described in an
earlier section.

The Control of Multiple Goal Processes

In the previous section we have already introduced
a point of view in which each goal is associated with a
proceaa directed at the achievement of the goal. We
ere using the concept of a process in the technics* 1

sense in which it has come into use recently in
computer science in connection with the design of
time-sharing systems (see, for example, Colin, 1971).

The several processes belonging to the coexisting set
of goals of a person are executed as parallel,
cooperating processes. This means that the processes
share both control and acceas environments in the sense
of Bobrow & Wegbreit (1972).

The degree to which the goal processes communicate
with each other and pass control among themselves is
assumed to be much greater than that occurring in
time-sharing computer systems, so that in this respect
our analogy becomes inaccurate.

The parallel cooperating execution of goal
processes implies that the achievement of several goals
is being carried forward simultaneously over some time
interval, since, although control resides in one
particular process at any moment, the mutual
interruption, suspension, initiation, and resumption of
the processes ensures that some effort is invested in a
range of goals at the same time.

This multiple-process view also makes it possible
to incorporate another important aspect of human
motivation, namely, that any particular action is
usually chosen in such a way that it contributes to
several goals simultaneously. The need for multiple
goal evaluation is recognised and discussed by Fikes,
Hart a Kilason (1972). We propose to make use of the
standard Al technique of generating possible actions in
the planning stage (see below) on the basis of one goal
process (which we shall call the regnant goal process,
following Murray, 1938), and evaluating it against the
ourrent states of the other existing goal processes.

Let us now turn to another aspect of controlling
goal-directed activity. Why does activity stop? This
depends on the nature of the goal. Some goals can be
reached completely, eliminating any associated wish or
want. Others can only be reached partially and some
evaluation of the state of a goal tree is needed in
order to decide whether some associated wish or want is
to be wound up or not. This is Simon's (1967) idea of
'satisficing™. Some goals require the indefinite
continuation or recurrence of some activity or
situation. A goal process may also stop because it ran
out of the allocated resources, or because it was
interrupted by some other process.

Planning and Intentions

We shall now turn to the processes which may
intervene between the setting up of goals, wishes, and
wants on the one hand, and the actual execution of
actions on the other. These processes are planning,
choice (decision-making), and forming intentions.
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Once a goal has become regnant (in the aense of
assuming control), a plan for action needa to be
formulated to bring the goal about. Planning is

assumed to be a complex activity, recursively using all
the resources of the system. Clearly, it ia heavily
dependent on the knowledge and reasoning resources in

retrieving possible actions and evaluating them in
terms of their results and consequences relative to all
relevant ourrent goals in the system. These kinds of

knowledge are referred to by Sloman (1972a) as the
'resource store, resource catalogue, and a store of
environmental information (beliefs)

Planning is a process which uses both knowledge of
a general kind (knowledge of the world in general), and
also knowledge of a ourrent situation. The influence
of situational knowledge is underestimated in some
current Al programs, since they mostly operate in
environments containing only one agent (e.g. a robot).
The depth of planning which can be usefully undertaken
depends heavily on the predictability of the
environment, as oan be seen in game-playing programs

which have to take into account events produced by
other agents. For this reason planning cannot be
separated out as an independent, self-contained

process, but has to be fitted into the heterarchical
organisation as an activity taking place in parallel
and in interaction with the other ongoing process.

We shall not go into the details of the planning

process itBelf, since planning and problem-solving are
perhaps the best developed areas in Al and we expect
that the goal-reduction and state-space approaches

would be readily applicable for our purposes.

The process of planning usually uncovers a set of
alternative possibilities. These alternatives need to
be evaluated with respect to a large range of criteria
including, among other things, relevant current goals,
preferences, expectancy of success (Atkinson, 1964),
likes, principles, etc. (see Sloman, 1972b, for a more
detailed discussion [although Sloman regards these
criteria as motivating factors, with  which we
disagree]). The process of taking these criteria into
account in an evaluation leads to a choice
(decision-making) between the alternatives. The
evaluation of alternatives with respect to relevant
current goals makes it possible for wishes to have an
influence on eventual behaviour even though wishes do
not directly generate actions, since they have no
resources for this. Presumably this indirect influence
is the mechanism behind 'Freudian slips'.

The outcome of decision-making is the adoption of

the best plan for execution. The plan itself is a
prescription of an action, activity, or of the
performance of a complex procedure (actions,
activities, and performances are distinguished

according to the nature of their results and the manner
in which the result is obtained, [see Evans, 1967, for
these, and even finer distinctions]). The state of
affaire resulting from the adoption of a plan we shall
refer to as having an intention. A peraon intends to
do something (intends to carry out an action) when he
has a plan which he has decided to execute. The amount
of detail which may be present in the plan at the time
of thia decision may vary widely. If the plan ia
sketchy, the whole of the system may need to be called
recursively to make its execution possible.



Active and Reactive Aspects of Motivation

The interaction between a person and the
environment has both active and reactive aspects. The
active aspect is involved in the execution of actions
based on regnant goals. The equally important reactive
aspect is concerned with actions based on events in the
situation. This distinction relates only to the way in
which actions are initiated and not to the way in which

their execution is controlled.

The execution of a plan based on
takes place in an environment which is only partially
under the agent s control. Events may occur in this
environment which have not been foreseen in the plan.
Such unexpected events call for the initiation of
reactions to ensure that the execution of current plans
can continue.

a regnant goal

Reactions
means-ands
intentions

to unexpected
analysis, planning,
in much the same way

events may call for
and the formulation of
as active behaviour.

However, the distinctive characteristic of reactive
behaviour is that it implies a constant monitoring of
events through various levels of attention in the
perceptual processes, in order to determine their
relevance to the currently existing goals. We assume
that this is done by setting up perceptual senemas
(possibly of quite a crude nature) to watch out for.
When such a pattern is detected by Ilow-level sensory
and perceptual processes, attention is drawn to the
event by causing an interruption of the ongoing
activity in central control in order to enable a more

detailed evaluation of the event against all relevant
goals. Depending on the priorities of these goals,
planning and action may be set into motion by central

control. The evaluation is aided by the response of
the affective system (to be discussed in detail
elsewhere) which contributes a quick, simplified
evaluation and partly determines whether an interrupt
should occur (Simon, 1967),

Since events are evaluated against all relevant

goals, we now have a mechanism through which wishes can
exert an influence on behaviour, even though the will
has not invested resources in them for external action.
The reaction to an event which is relevant to a goal
can be influenced by the existence of the associated
wish. One form of this influence may well be the
changing of the wish into a want, if the event
indicates that previously existing obstacles to action
towards the goal have been removed. This mechanism is,
effectively, the releasing mechanism' of the
etholagists, and the incentive stimulation of Bindra
(1969), and others.

We believe that it
incorporate both aspects,
motivational phenomena in our model. Undue emphasis on
the inner urge aspect, characteristic of many
psychodynamically based theories of motivation, or on

is extremely important to
active and reactive, of the

the ‘'environmental pull', both unduly restrict the
scope of a theory.
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Abstract

A general system to simulate human cognitive pro-
cesses is described. The four-part system comprises a
nodespace to store the network structure; a supervisor;
a transition network parser; and an interpreter. The
method by which noun phrases operate and the process
for the determiner "the" is presented. An analysis of
verb structures illustrates how network structures can
be constructed from primitive verb definitions that get
at the underlying structures of particular verbs. The
paper concludes with an illustration of a problem in
question-asking.

A Model of Human Memory

We have constructed a large general simulation of
human language and long-term memory on the premise that
the study of the inter-relationships among psychologi-
cal processes will lead to more insight into human cog-
nition and memory. The general implementation is ba-
sically complete, and a variety of users are starting
to study specific psychological tasks (language under-
standing; children's development of language; primitive
verb structure; reading; inference; game playing--Go
and Gomoku; visual representation and memory; learning;
and question answering). It is still too early to re-
port on the results of the psychological investigation..
Therefore, this paper is a progress report on the sys-
tem and the underlying psychological principles.

The major guidelines have come from our attempts
to represent long-term memory structures. We know that
people rapidly forget the details about the surface
structure of an experience but retain the meaning or
interpretation of that experience indefinitely. We al-
so know that retrieval of an experience from memory is
usually a reconstruction which is heavily biased by the
person's general knowledge of the world. Thus, general
world knowledge should interact with specific event
knowledge in such a way that distinction between the
two is not possible. The representation should allow
paraphrase. Finally, the limitations of human working
storage (or short-term memory) probably comprise a fun-
damental property of the system, one that should be
viewed as an essential, positive component, not as sim-
ply a performance limitation.

The Computer System

The basic system consists essentially of four
fixed components: 1) a nodespace in which our network
structures are stored; 2) a supervisor which allows us
direct access to various portions of the nodespace; 3)
a parser which converts strings of words into network
structures; 4) an interpreter which processes sections
of the nodespace and carries out any strategies which
were stored in that portion of the nodespace. The sys-
tem is written in ALGOL on the Burroughs 6700 at the
university of California, San Diego. The simulations
are done in our own English-like language, with all
statements entered through the parser. The language is
called SOL (for Semantic Operating Language—pronounced
"soul") and it is specifically designed for manipulat-
ing and traversing the network structures of the data
base. Because we wish many different psychological
simulations to be handled by the one system, we have
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made it reasonably general and readily extendable so
that any of the psychological hypotheses under study
can be simulated and tested in its own specialized
mini-world.

The Representation of Actions and Concepts. The
representation to be described here is presented in
more detail and with more justification in the papers
by Rumelhart, Lindsay & Norman® and Norman®. Basically,
we use a network representation with nodes connected to
other nodes by labeled, directed relations. Because
each relation also has an inverse, the network is bi-
directional.

Events are specified in a similar way, except that
actions require arguments. Thus, the node that repre-
sents an action may have obligatory relations leading
from it, specifying such things as the agent, location,
and object of that action.

Most actions and concepts in the network have a
single primary node (or type node) that encodes its
definition, and numerous secondary nodes (or token
nodes) that represent specific instances of the primary
one. Almost all encodings of specific scenes are done
by means of secondary nodes.

The basic unit in the memory space is the scenario:
an action that consists of events, agents, locations,
and objects. To illustrate the representational system,
consider the sentence

Peter put the package on the table.
Figure 1 shows a possible simple encoding for this sen-
tence which includes some of the underlying structures
of the action.

Figure 1. Peter put the package on the table.

The SOL Language

The parsing process is based on three independent-
ly motivated principles. First, the parsing procedures
are represented as an augmented recursive transition
network (following the work of Woods and Kaplan®*®'7).
Second, the parser is based around a "case grammar"
(after Fillmore®) and has "case frames" and "argument
constraints" associated with many lexical items. (Here
some of the methods suggested by Schank® can be used.)
Third, the parsing is based on the idea that it is the
task of each noun phrase to find its own referent in
memory if it exists or else to create a new structure
in the data base. Thus, certain lexical items such as
determiners, adjectives, and pronouns are defined by
the strategies for finding the proper referent.

Argument Frames. Associated with every predicate
word is an argument frame which indicates which and
how many arguments must exist. For example, associat-
ed with the verb move might be the following set of
arguments; 1) a causal mover (called here an AGENT);
2) a moved object (OBJ); 3) an initial location (FROM-
LOC); 4) a terminal location (T0-LOC); 5) a means of
moving (METHOD); and 6) a time of occurrence (AT-TIME).
We denote the argument frame as follows:

AGENT X MOVES Y (FROM-LOC LI TO-LOC
L2 METHOD M AT-TIME T).
Those arguments enclosed in parentheses are taken to
be optional; the others are required. Associated with
each case name (e.g., FROM-LOC or METHOD) is a list of
prepositions which can occur at the surface level to
indicate or mark that argument. Each label also is



associated with a set of semantic characteristics which
can be interrogated during the parse. The prepositions
and the semantic characteristics can be used together
to disambiguate which of the variety of concepts a giv-
en noun phrase is representing.

Certain verbs, particularly those talking about
ideas, sometimes take whole sentences as arguments.
Such arguments are referred to in our system as prep-
ositional arguments (PROPOSITION). Thus, the argument
frame for one sense of the verb make (as in the sen-
tence "Freddy made his brother come home") takes a
propositional argument and has the argument frame

AGENT X MAKE PROPOSITION Y (METHOD
M AT-TIME T)
where Y stands for some transformed version of an en-
tire sentence.

At every -point during the parse the goal is to
find and correctly fill the argument slots of the pred-
icate word in question. If some arguments do not fit
into the frame of the sense of the predicate word in
question, a new sense of the predicate word is tried
until either a fit occurs, or no more senses exist (in
which case, the parse fails).

Operators. One important class of words in our
language analysis is the class we call operators.
Operators are nouns that take arguments (usually prep-

ositional phrases) and thus have associated case frames.

Operators can be verb based nouns such as destruction
in the destruction of the city by the enemy—destruc-
tion is an operator with its two arguments filled by
the following noun phrases. An operator is also a re-
lational noun such as father, as in the sentence "Bill
is the father of Henry." Here, father is analyzed as
an operator with one argument. The existence of case
frames for these nouns as well as verbs reduces sub-
stantially the ambiguity of prepositional modification.

Disambiguating the Referent

One of the major problems in the analysis of natu-
ral language is determining the exact referents of a
phrase. Most of the complexities of such words as the
come from the difficulties of determining just what
concept is being referred to. In the SOL system the
parser automatically invokes the procedural definition
of the which, in turn, performs an active search
through the data base to determine the referent as each
noun phrase is analyzed. We illustrate here how this
is done by going through the strategies that comprise
the procedural definition for the. In rough form, the
process is this: first, if the phrase is an operator,
then it contains the procedures for its own disambigua-
tion which should be performed before doing anything
else. If that is not the case, then we determine
whether the object being referred to is unique within
the data base, for if it is, no particular problem
exists. If these two strategies fail, then we see
whether or not immediate context helps, and if that
fails, we look to see whether or not there is a rela-
tive clause that can do the job. Now look at this in

detail.
Operators. If the unknown phrase is an operator,
then it is necessary to determine whether or not to

perform the operation or to refer to the value of the
operation. Thus, with the phrase the father of John
the operator father has not been evaluated, so first we
execute the routine for father (passing John to it as
an argument) and then return to the parser with the re-
sult of that operation (presumably, the name of the
person who is John's father). |If father is being used
in its nominal sense, however, as in "I told the father
to give the toothbrush to the daughter," then we are
referring to the value that a previous execution of the
operator had returned.

Unique Instances. |If a given concept is unique to
the data base, then it can be unambiguously found when-
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ever referred to with a determiner. Thus, if the memo-
ry system knows of only one ocean, to tell it "The sun
set over the ocean" is completely unambiguous, not be-
cause the system is intelligent, but rather because it
doesn't know enough to be confused. Tell it about the
existence of a second ocean (or a second sun) and this
strategy will not work (but the following ones might).

Foregrounding. Chafe'" suggests that many prob-
lems in disambiguation are handled by context in a man-
ner that he calls "foregrounding." |If the recent con-
text has been about "Fred's kitchen," then the objects
in that particular kitchen are foregrounded even though
they have never been mentioned specifically. Fore-
ground establishes local context. In our system each
concept that can be brought to the foreground has as-
sociated with it a specific list of items. As new sen-
tences pass through the parser, they initiate the ap-
propriate foreground lists.

Note that foreground has several hierarchical

levels, for the context includes the general overall
topic under discussion, the specific details, and the
environmental setting of the speakers. Thus, in this

paper we could now talk of "this conference" or "this
parser," both of which would be disambiguated by fore-
ground-like operations, but each would be at different
levels.

Short-term Memory. We can also look back in
short-term memory to determine if any of the recent
sentences help disambiguate the referent. At the mo-
ment, we look back over the last five sentences. Even-
tually, we intend to have a more reasonable simulation
of human short-term memory processes, so that only top-
ics that could reasonably be expected still to remain
in active short-term memory could be disambiguated
this way.

Search. If all this fails, it is still possible
that an intelligent search among the concepts discussed
recently (or foregrounded recently) could disambiguate
the referent. This strategy has not yet been imple-
mented, primarily because its use depends upon the op-
eration of a search routine that is not yet fully oper-
ational. (The search routine is a simultaneous breadth-
first search emanating from as many nodes as are speci-
fied, returning with a path that links all the nodes in
the search space. That path is evaluated for its logi-
cal properties and the search process is either termi-
nated or continued.)

Clauses. A common method of disambiguation is by
the use of clauses, as in the phrase the girl (whom) |
saw in the park. This method of disambiguation is
clearly an important part of normal English, It has
been deleted from the existing the routines because the
search routines do not yet work. But it is an impor-
tant enough process to warrant further discussion here.

Consider the sentence "l see the girl with the
telescope." As it now stands the sentence is incom-
plete and, therefore, ambiguous: we need some context.
Suppose that the following information is known by the
system.

Jane, Mary, Cynthia, and Helen are girls.
Mary has a telescope.
These data are represented in the left part of Figure
2.

Figure 2.

The analysis of the sentence "I see the girl with
the telescope" is simple until we reach the phrase the

girl. Thus, we can recognize las the subject of the
verb see. (The model has only one person with whom it
converses, namely you. The change in designation of

the subject to the case relation of agent occurs with
the construction of the deep parse ana construction of
a permanent memory segment.) The analysis of the is
complex because all the strategies discussed so far
would fail. We need to look at the clause with the



telescope. A search of the data base reveals that on-
ly one girl possesses a telescope; now we have dis-
ambiguated the referent (see Figure 2).
A different result would occur had the contextual

information in the data base been the following.

Mary is a girl.

| got a telescope on Tuesday.
The resulting analysis is shown in Figure 3.

Figure 3.

The major difference between the analyses shown
in Figures 2 and 3 is that in the latter the phrase
with the telescope is neither needed to help disambig-
uate the referent for the girl nor is it consistent
with the known information about Mary. Hence, the
referent program completes its action with one phrase
left unanaly2ed. When control returns to the parser,
this phrase is still left. The parser then checks it
against the possible frame for the verb see and, in

this case, finds that it can be used as the instrument
of seeing. Again, the sentence is analyzed with no

difficulty and with no recognition by the parser that
an alternative analysis was possible.

Defining Verbs

At this point the general description of the sys-
tem is complete. One more specific point is appropri-
ate to discuss here, however. The basic premise un-
derlying the linguistic analysis is that we can repre-
sent the meaning of verbs as network structures built
from a limited set of semantic primitives. Here we
wish to illustrate one analysis of verbs and 'their un-
derlying primitives, both to show how we believe the
linguistic structures should be represented and also
to demonstrate several features of the SOL language.

At least three different aspects of verb meanings
can be distinguished: states; changes of states; and
causes of these changes. The stative component of a
verb conveys that fixed relationship which holds among
its arguments for a specified period of time. The
change component of a verb tells that a change in
state has occurred. The causative component communi-
cates the source of, or reason for, the change. These
different verb components are not all present in all
verbs, but all components may appear in a single lexi-
cal item.

In the remainder of this section we show how we
represent these various semantic components and how we
can express the definitions of particular lexical
items in such a way that the primitive representation
for that item is automatically computed whenever it
appears in a sentence."’

Statiyves. The simplest semantic component of
verbs is the stative component. This component merely
communicates the information that a particular state
of the world holds from some initial time to some final
time. The simple locative is an example of a verb
which seems to have only stative components. For ex-
ample ;

A stadium was located in the park from
1956 until 1963. (1)

Sentence (1) presumably communicates nothing more than
that a particular relationship held between a stadium
and a park for some period of time. We represent this
meaning by an underlying locative primitive called
*LOC (the names of our primitive predicates are pre-
ceded with asterisks in order to differentiate them
from surface lexical items). Figure 4 illustrates the
network representation we give to sentence (1).

Figure 4,

We want to define *LOC and locate in such a way
that when the meaning of locate is computed (i.e., the
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definition is executed), we have the structure given in
Figure 4 generated in the nodespace and associated with
sentence (1)- To accomplish that, we first define *LOC
so that it generates the appropriate structure. Then
we define locate in terms of *LOC. First the defini-
tion of *LOC:

Define as predicate *LOC.

X *LOC AT-LOC L (FROM-TIME T1 TO-TIME T2).

Return with newtoken for "*LOC" "SUBJ" X
"AT-LOC" L "FROM-TIME" Tl "TO-TIME" T2.

In this definition, the initial line calls the special
defining mode of the parser which sets up the basic
node structure for the definition of a new concept. It
also accepts the sentences that follow as instructions
for processes which are executed each time the newly
defined structure is actually used. The term predicate
is the syntactic class to which *LOC is being assigned.
This class includes all relational terms which can
stand as the main relational term of a sentence. The
second line of the definition gives the argument frame
for the definition. In this example, the structure
that *LOC returns is a newly constructed token node
(secondary node) for the primitive with the appropriate
argument values inserted in place.

Now we can define the stative sense of the verb
locate:

Define as predicate LOCATE.
X LOCATE AT-LOC L (PROM-TIME TI TO-TIME T2).
Iswhen X *LOC at L from T1 to T2.

(Other senses of locate can also be defined, but they
are not shown in this example.) Note here that when
the definition of locate is invoked, a statement in-
volving *LOC is asserted. Whenever this happens, the
definition of *LOC is invoked and a structure similar
to that in Figure 4 is generated. This structure is
then passed back through the definition of locate and
in this case returned hack to be associated with the
surface proposition from which it was invoked. Thus,
the structure generated by *LOC becomes associated with
the use of the verb locate. The term is when is an ac-
tion of SOL which carries out the details of passing
back the newly constructed structures.

Change-of-States. The next simplest type of verb
component is that of the change of state where no par-
ticular causative component is specified or implied.
For example:

The train moved out of the station
at 3 o'clock. C2)

In this sentence the subject, train, is the object of
moved, not the causative agent. Letting "CHANGE he the
underlying primitive indicating change of state, we il-
lustrate the network structure for sentence (2) in Fig-
ure 5.

Figure S.

We want to define "CHANGE in such a way that it
constructs structures like those shown in Figure 5.
The features of these structures are: 1) indicate that
the former state (FROM-STATE) terminated at the time of
the change; 2) indicate that the final state (TO-STATE)
was initiated at the time of the change; 3) construct
and return with a new token node for change with each
of the arguments filled with the appropriate structures.
The SOL definition of "CHANGE is this:

Define "*CHANGE as operator.

*CHANGE FROMLSTATE S7 TO-STATE S2 AT-TIME T.

Understand that S1 ended at T.

Understand that S2 started at T.

Return with newtoken for "CHANGE" "FROM-
STATE" SI "TO-STATE" S2 "AT-TIME" T.

We are now ready to define the intransitive (i.e.,
non-causative) sense of the verb move. We call this



sense MOVE1 to distinguish it from the general sense of
move which contains a causative component. The non-
causative sense simply indicates a change from one loc-
ative state to another one. The SOL definition for
MOVE1 is this:

Define as predicate MOVE1.
X MOVE1 (FROMHLOC L1 TOLOC L2 AT-TIME T).
Iswhen a "CHANGE from the state that X

is located at L1 to the state that

X is located at L2 occurs at T.

Note that when this definition is evaluated, it in-
vokes *LOC twice (through the two uses of locate) and
passes the structures built by *LOC to *CHANGE where
the final structure of the form in Figure 5 is put to-
gether and then associated with the current invocation
of MOVE.

Causatives. The prototypical causal verb is, of
course, the verb cause itself. The complexity of the
causal component of verbs stems from the fact that
there are at least three qualitatively different sorts
of causes of events. As an illustration, consider the
following five sentences:

The cowboy caused Ambrose to wake by

putting water on him. (3a)
The cowboy caused Ambrose to wake with

a bucket of water. (3b)
The cowboy caused Ambrose to wake. (3c)
The water caused Ambrose to wake. (3d)
Ambrose was awakened by water being

put on him. (3e)

Sentence (3a) illustrates the specification of all
three types of causes: 1) the agentive cause (the cow-
boy); 2) the instrumental cause (the water); 3) the
method (the putting of the water). Sentences (3b)-
(3e) illustrate some of the surface forms in which
these causes can appear. We hold the basic underlying
model of causatives to be that "someone does something
with some instrument." If the event is fully speci-
fied, then that event is taken to be the cause; other-
wise a dummy act, *DO, is inserted into the structure.
Figure 6A-E gives the network representations for the
sentences (3a)-(3e).

Figure 6A-E

Note in 6A that the structure for put (from Figure 1)
is the event causing Ambrose to wake. When the event
is not known it is replaced by *DO with the agent or
instrument properly filled in.

We are now in a position to define cause in such
a way that the proper causative structure will be gen-
erated whenever the definition of cause is executed:

Define as predicate CAUSE.
AGENT X CAUSE PROPOSITION Y (METHOD M
INSTRUMENT | AT-TIME T).
If M is specified,
understand that M started at T,
evaluate M,
call M "ACT",
else
call(newtoken for "DO" "AGENT" X
"INSTRUMENT" ) ACT.
Understand that Y started at T.
Evaluate Y.
Return with a newtoken for "CAUSE"
"EVENT" ACT "RESULT" Y.

In this definition we first check to see whether the
method is specified; if so, we say that it was initi-
ated at the time of the cause, compute the structure
associated with the method (by evaluating the proce-
dure MJ, and save that structure in a variable called
ACT. In case the method is unspecified, we build a
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dummy action and store it in ACT. We then compute the
structure for Y, the caused event (by evaluating the
procedure for Y). Using the predicate for the primi-
tive sense of cause, we now link the causative event
to the resultant event. Finally, the procedure re-
turns with a structure that represents the entire
definition.

Now that we have defined the primitives for the
three basic types of components, we can use these as
building blocks to define ever broader classes of
verbs with increasingly natural definitions. We can,
for example, define the verb MOVE as it appears on the
surface. The SOL definition of MOVE is this:

Define as predicate MOVE.
(AGENT X) MOVES Y (FROMHLOC L1 TO-LOC L2
METHOD M AT-TIME T).
If X is not specified,
iswhen Y move! from L1 to L2 at T,
else
iswhen X caused Y to movel from L1
to L2 by M at T.

Here move is defined only in terms of the intransitive
move (MOVE1) and CAUSE. Similarly, we can define the
verb put in terms of MOME so that the structure illus-
trated in Figure 1 is produced:

Define as predicate PUT.
ASENT X PUTS Y AT-LOC L (AT-TIME T).
Iswhen X moves Y to L at T.

Note that these definitions do more than simply
rewrite one verb in terms of another. The important
point about the entire memory model is the type of re-
presentational structure that is constructed with the
network. With these verb definitions, the primitives
build new structures and modify old information. Thus,
in the definition of MOVE, the last line performs the
processes for CAUSE and also the processes defined for
MOVE1. CAUSE both builds a structure for the causal
factors and also performs whatever processes are repre-
sented by M, the method. The process for M is passed
as an argument down from the original sentence that was
entered through the parser, through the definitional
structure for MOVE, and finally to the definitional
structure for CAUSE. There it is finally executed,
building whatever network structure the method M repre-
sents.

The Three Drugstores Problem

In this section we give an example of one problem
being analyzed by our research group. A major feature
of the way that a person views the events of the world
is in terms of their causal factors. That is, we tend
to disbelieve that an event could simply happen by it-
self; rather, we tend to believe that an event must
have a cause. The tendency to give causal reasons for
events is important because it affects the ways in
which people make use of information. To illustrate
the point, we analyze the three drugstores problem.

The basic problem before us was eloquently posed
by Abelson and Reich. We paraphrase their version of
the problem in this way:

Suppose an individual says a sentence such as,
"l went to three drugstores.” (4)
A response based on syntax only might be,
"How did you go to three drugstores?" (5)
A response based on some semantics might be,

"What useful things did you buy in three
drugstores?" (6)

But the most natural response ought to be,

"How come the first two drugstores didn't
have what you wanted?" (7)



Solving the Drugstore Problem. Just what must the
required processes look like to be able fo solve the
drugstore problem? To solve the first few levels all
that is needed is a pattern-match program that examines
the structure of the verb of the sentence and compares
the allowable arguments with those actually presented.
Thus, in the sentence, "I went to a drugstore," we see
that the to-location is provided but not the from-loca-
tion, the method, or the time. Thus, it is really a
simple matter to construct questions like (5).

To be more intelligent a basic decision must be
made: Should the missing information be requested? The
answer is usually no. In normal conversation informa-
tion is omitted either because it is assumed to be pro-
vided by the preceding or following context or because
it is unimportant to the conversation. The pattern-
match routines (inside a procedure called comprehend)
fill in information by examining the structure of pre-
ceding sentences. Sometimes the information in prior
sentences might be appropriate to later ones, and some-
times the information given in the present sentence
might fill in missing arguments from previous sentences.
When missing arguments are noticed, an attempt is made
to answer the implicit question provided by their ab-
sence through an examination of the data base. In ad-
dition, the present input is examined to see whether it
can fill arguments missing in the data base being con-
structed from the conversation.

So far, we have simply investigated a simple means
for filling out the syntactic pattern for verbs, albeit
with some sophistication in determining when to ask for
mors information. The next step is more complex. Sup-
pose we wish to determine why someone has gone to the
drugstore. Again, we should not simply have to ask
why, but rather determine the general reasons for going
to the stores. For this point the comprehend routine
must be intelligent enough to examine a more general
data base. Now a fair amount of inference is required:
we need to match the basic paradigm with the specific
information given by the parsed sentence. This is not
easy when one considers that many different paradigms
will probably be stored. If the sentence had been,
"John went to a shoestore," then the same analysis
should clearly not yield the query, "What did John buy
at the shoestore?" The comprehend routine must be flex-
ible enough to solve this part of the problem by itself.
A large amount of world knowledge is needed to solve the
general problem.

This brief analysis shows that in order to have in-
telligent conversation it is necessary to be able to
generate internal questions and their answers, Whenever
information is missing some attempt must be made to fill
in the gap, sometimes by asking appropriate questions,
but usually by internal problem solving. In general,

information should not be requested by means of a ques-
tion unless there is some actual need for it at the mo-
ment. Moreover, it would appear that the information

should be asked from the very highest level down. Thus,
the first question asked should refer to the motive and
results of the operations being described. Only later

should specific details of the method be asked.

In the implementation of the memory model system at
the time of this writing, all the levels of analysis can
not yet be performed. Basically, the implementation is
complete up to the level of the sophisticated internal
answering of questions. Thus, it has been an easy mat-
ter to implement a question answering routine to ask
questions like the following for the input sentence:
How did John go to the drugstore? What did he do after-
wards? With whom did he go? At the moment, the basic
routines to ask such questions as "What did he buy at
the drugstore?" are close to operation, but the con-
struction of the system that can ask the question ori-
ginally posed, "How come the first two drugstores didn't
have what you wanted?" still remains some distance away.

The memory representation provides a rich environ-

merit for simulating human cognitive processes. The
major ideas have been implemented, yielding an active
network representation with an English parser that al-
lows interaction with the network and ready extendabil-
ity. Actual simulations of human cognitive tasks have
just begun, and although work is in progress in a vari-
ety of areas, no large system has yet been completed.
However, for a description of the use of this system in
human problem) solving, see the paper by Eisenstadt and
Kareev.
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