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Abst ract 
We present a model of na tu ra l language use 

meant to encompass the language-spec i f ic aspects of 
understanding and p roduc t ion . The model is 
motivated by the pervasiveness of non-generat ive 
language, by the d e s i r a b i l i t y of a language 
analyzer ana a language product ion mechanism to 
share t h e i r knowledge, and the advantages of 
knowledge engineer ing features such as ease of 
ex ten t ion and m o d i f i c a t i o n . 

This model has been used as the basis f o r 
PHRAN, a language analyzer , and PHRED, a language 
product ion mechanism. We have implemented both 
these systems using a common knowledge base; we 
have produced vers ions of PHRAN that understand 
Spanish and Chinese w i th only changing the 
knowledge base and not modi fy ing the program; and 
we have implemented PHRAN using the query language 
of a convent ional r e l a t i o n a l data base system, and 
compared the performance of t h i s system to a 
convent ional LISP implementat ion. 

1.0 INTRODUCTION 

The need to cope wi th large q u a n t i t i e s of 
knowledge has led to the emergence of "knowledge 
engineer ing issues in a r t i f i c i a l i n t e l l i g e n c e . As 
i t is des i rab le in p rac t i ce f o r a system to be 
robust , modular, ex tens ib l e , and easy to modify, a 
good deal of a t t e n t i o n has been paid to the problem 
of designing systems tha t manifest these 
p r o p e r t i e s . Much of t h i s research presumes that 
these goals w i l l requ i re ways of appropr ia te l y 
s t r u c t u r i n g the knowledge needed by the system, and 
thus is concerned w i th producing usefu l knowledge 
representa t ions . 

Construct ing a na tu ra l language processing 
system may be viewed in exac t l y t h i s manner. Both 
na tu ra l language ana lys is programs (those that 
input sentences and output meaning representa t ions) 
and natura l language product ion programs (those 
that look at meaning representat ions and output 
sentences) requ i re a large body of knowledge, 
namely, knowledge about what the ut terances of the 
language mean. However, the tendency has been to 
r e s i s t t h i s po in t of v iew, and t r e a t language 
knowledge as being somehow s p e c i a l . Thus whi le 
e x i s t i n g na tu ra l language processing systems vary 
considerably in the kinds of knowledge about 
language they possess, as we l l as in how t h i s 
knowledge is represented, organized and u t i l i z e d , 
the knowledge possessed by most of these systems 
has not been subjected to the so r t of knowledge 
engineer ing ana lys is that knowledge of other k inds 
of knowledge-based systems have undergone. 

We propose an a l t e r n a t i v e a model of language 
use tha t is der ived from viewing language 
processing systems as knowledge-based systems. The 
knowledge tha t needs to be represented and 
organized here is the large amount of knowledge 
about what the ut terances of a language mean. In 
t h i s paper, I descr ibe some of the t h e o r e t i c a l 
underpinnings of the model, and then descr ibe two 
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programs, PHRAN and PHRED, that are based on these 
ideas. We have conducted a number of experiments 
w i t h these systems that ,have some bearing on the 
u t i l i t y o f the model's presumptions, i nc lud ing 
t e s t i n g these systems on other languages (Spanish 
and Chinese), and implementeing one of them in a 
r e l a t i o n a l data base system. 

2.0 THE ASSUMPTIONS OF THE MODEL 

2.1 The Importance Of Non-generative Language 

Language user knows a great number of fac ts 
about what ut terances of t h e i r language mean. That 
i s , they know the meanings of a large number of 
words, and know the ru les f o r r e l a t i n g these 
meanings to the occurrence of those words in an 
u t te rance . Moreover, they know the s i gn i f i cance of 
a set of meaningful l i n g u i s t i c un i t s that are not 
necessar i l y understood in terms of t h e i r components. 
We c a l l a l l such u n i t s phrases . Included in t h i s 
set are id ioms, canned phrases, l e x i c a l 
c o l l o c a t i o n s , c l i c h e s , s t r u c t u r a l formulas, and 
other non-generat ive language s t r u c t u r e s . For 
example, the language user needs to know the 
p a r t i c u l a r f ac t tha t "out of the b lue" means 
unexpectedly, and that "<person1> bear <person2> a 
<sentiment> is a way of expressing a continued 
sentiment of one person toward another Tas in John 
bears Mary a grudge") , Our conjecture is tha t such 
u n i t s c o n s t i t u t e a very considerable f r a c t i o n of the 
language knowledge needed by an i n t e l l i g e n t language 
processor. 

In most theor ies of language, non-generat ive 
forms are usua l l y considered to be t h e o r e t i c a l l y 
u n i n t e r e s t i n g e n t i t i e s , o r i r r i t a t i n g spec ia l cases 
tha t v i o l a t e the aes the t i cs o f one's theory. 
However, i f such s t ruc tu res do play a cen t ra l ro le 
in language use, then most language processing is 
a c t u a l l y the a p p l i c a t i o n of these spec ia l case 
r u l e s . This is p rec i se l y the point of view we take. 
That i s , wh i le our model a l lows f o r the more 
t r a d i t i o n a l , very general word-to-meaning mappings, 
these mappings play no p r i v i l edged r o l e . Both 
generat ive and non-generat ive knowledge is 
represented and appl ied un i fo rmly - the only 
d i f f e rence is in the degree of abstractness of the 
knowledge encoded. 

Once t h i s view is taken, both language ana lys is 
and language product ion become kinds of data base 
management problems. The knowledge about the 
meanings of phrases of d i f f e r e n t shapes and 
abstractness is the data base. The problem is to 
represent t h i s knowledge so it can be appl ied 
un i f o rm ly , and so it can be accessed c o r r e c t l y and 
e f f i c i e n t l y f o r var ious language processing tasks. 

While we be l ieve tha t the not ion of the primacy 
of phrase un i t s is psycho log ica l l y sound, we in f ac t 
take the data base no t ion qu i te s e r i o u s l y . That i s , 
i n terms o f b u i l d i n g p r a c t i c a l , e f f i c i e n t language 
processing systems, the dominating problem may be 
one of data base management ra ther than 
computat ional complexity of the language processing 
a l go r i t hm . We w i l l discuss the imp l i ca t i ons of t h i s 
hypothesis below. 
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It should also be mentioned that we do not view 
our acceptance of a theory based on special cases as 
an abandonment of the hope of f inding sc ien t i f i ca l l y 
interest ing generalisations to make about language. 
In fact , we believe there are principles of language 
use that can be derived from our approach. They are 
just not the principles one normally associates with 
language structure. Rather they are general 
principles of the application of this language 
knowledge. Interest ingly, they are instances of 
more general principles that are also applicable to 
knowledge application that have no relat ion to 
language per se. The nature of some of these 
Princinles is discussed in Wilensky and Arena 
1 (1980a)• 

2.2 Sharable Knowledge Base 
Language analysis and language production are 

of course very di f ferent problems. In language 
analysis, the task is to ident i fy the meanings of 
incoming utterances; in production, the goal is to 
choose a language form the best encodes one s idea 
and intent ions. However, in spite of these 
d i f fe r r i ng natures, it is reasonable to ask what 
knowledge these tasks share in common. As the 
language the user speaks and understands is more or 
less the same, it would not seem unreasonable that 
knowledge he uses to encode an idea in a sentence 
and knowledge he uses to understand the meaning of 
that very same sentence should somehow be related. 

In our model, it is assumed that the knowledge 
uaed for analysis and for production is by and large 
the same. That i s . there is only one data base of 
knowledge about the meaning of a language's forms. 
This knowledge base may be indexed and therefore 
accessed d i f fe ren t l y for d i f ferent tasks, thus 
accounting for some or the asymmetries between the 
analysis and production. But the language knowledge 
used by both tasks is the same knowledge represented 
the same way. 

'There are a number of reasons for believing 
that th is assumption may be true for human language 
processors. Por example, people do not generally 
use words that they cannot understand, a poss ib i l i ty 
if thei r understanding and production knowledge were 
uncoupled. Also, i t is certainly possible to talk 
about the meaning and use of a word or phrase 
independently or whether one is understanding or 
saying i t . In fact , in our common understanding, 
separate analysis and production def in i t ions for 
words are not recognized. That i s , we do not 
normally believe that a word has one meaning when 
you say it and a separate meaning when you hear i t . 

However, the knowledge engineering reasons for 
th is decision are more compelling. By having the 
knowledge of the two components be a shared data 
base, only one form of representation is needed. 
Moreover, the addition of new knowledge to th is data 
base extends the capabi l i t ies of both systems 
simultaneously. One need only assert a piece of 
knowledge about the meaning of a phrase to the data 
base, and system w i l l be able to understand that 
phrase when it occurs, as well as be able to use 
that phrase to express an idea for which the phrase 
is appropriate. As th is requirement forces 
knowledge to be represented declarat ively, the other 
benefits of such representations are enjoyed as 
we l l . 

2.3 Benefits Of Declarative Representations 
If language knowledge is to consist of one 

large data base used both for analysis and 
production, then it is imperative that th is 
knowledge be stored in a highly declarative format. 
Only in th is Banner can the same knowledge be used 
for two quite d i f ferent tasks. Structuring the 
knowledge in th is fashion entai ls several 
t rad i t iona l knowledge engineering advantagea. For 
example, in th is format, knowledge about the 
language is kept separate from the processing 
strategies that apply th is knowledge to the 
understanding and production tasks. Thus adding new 
knowledge requires only adding new assertions to the 
data base, not wr i t ing and debugging new code. 

In addit ion, other knowledge besides the 
meaning of a phrase can be easily associated with 
such declaractive representations. For example, the 
context in which a certain phrase is appropriate may 
be stored together with the meaning of that phrase; 
the analyzer can use such knowledge to help infer 
the context, the production mechanism to decide 
whether or not to use that phrase in a part icular 
s i tuat ion. Such additional information would be 
more d i f f i c u l t to introduce into a system that did 
not have phrasal knowledge stored as objects, i. e.# 
that wasn't phrasally oriented and didn' t use 
declarative representations. 

3.0 PHRAN AND PHRED 
We have been developing this model of language 

use in two related programs, PHRAN (PHRasal 
ANalyter) and PHRED (PHRasal English Dict ion). 
PHRAN is a language understanding program written by 
Yigal Arens. It reads English sentences and 
produces representations from them that encode their 
meaning. PHRED is a natural language production 
mechanism developed by Steven Ups t i l l . PHRED takes 
meaning representations as input and expresses them 
in English sentences. 

Both PHRAN and PHRED share a common data base 
of language knowledge. This data base contains 
declarative representations about what the phrase of 
the English language mean. This knowledge is stored 
in the form of pattern-concept pairs. A pattern is 
a phrasal construction of varying degrees of 
spec i f i c i t y . For example, it may be an exact 
l i t e r a l s t r ing , such as so s your old man'; it may 
be a pattern of l imited f l e x i b i l i t y such as 
"<nationality> restaurant , or <person> <kick> the 
bucket*'; or it may be a very general phrase such as 
"<person> <give> <person> <object>". 

The concept part of a pattern-concept pair is a 
conceptual template that represents the meaning of 
the associated phrase. The conceptual template is a 
piece of meaning representation with possible 
references to pieces of the associated phrasal 
pattern. The meaning representation we use is a 
variant of Conceptual Dependency (Schank, 1975). 
Together, these pairs associate di f ferent forms of 
utterances with their meanings. For example, 
associated with the phrasal pattern <nationality> 
restaurant" is the conceptual template denoting a 
restaurant that serves <nationality> type food; 
associated with the phrasal pattern <person1> 
<give> <person2> <object> ' is the conceptual 
template that denotes a transfer of possession by 
<person1> of <object> to <person2> from <person1>. 

PHRAN understands by reading the input text and 
t ry ing to f ind the phrasal patterns that apply to 
i t . AS it reads more of the text it may eliminate 
some possible patterns and suggest new ones. At 
some point it may recognize the completion of one or 
more patterns in the text . It may then have to 
chose among possible conf l ic t ing patterns. F inal ly , 
the conceptual template associated with the desired 
pattern is used to generate the structure denoting 
the meaning of the utterance. A detailed 
description of PHRAN is found in Wilensky and Arens 
(1980a,b; and in the a r t i c l e by Arens in these 
proceedings. 

PHRED produces sentences that encode an idea by 
examining the same knowledge base. However, PHRED 
starts with a meaning representation it wishes to 
express, and t r ies to f ind conceptual templates that 
match i t . If it f inds more than one such template, 
it may have to chose between them. Then the phrasal 
pattern associated with the chosen conceptual 
template w i l l be used to express the idea. Since 
these patterns may have variable pieces that relate 
to variable pieces of the conceptual template. PHRED 
must now f ind a way of expressing each subpart. The 
knowledge base of pattern-concept pairs is again 
consulted to f ind a way to do so: this knowledge is 
then used in a manner described by the i n i t i a l 
pattern to form the appropriate mode of expression. 

26 



Both PHRAN and PHRAN are wri t ten in UCILISP and 
run on a KL-10 at Berkeley. Their knowledge base 
contains over three hundred patterns. PHRAN 
averages about 1 cpu-sec to analyse a sentence; 
PHRED about the same to generate one from an 
underlying concept. No attempt has been made to 
optimize these programs, which are both currently 
uncompiled code. 

3.1 PHRAN And PHRED In A Model Of Language 
PHRAN and PHRED represent that part of our 

language use apparatus that is language speci f ic . 
As such, they represent separable, but not 
autonomous, components of the ent i re language 
processing f a c i l i t y . This is a rather d i f ferent 
breakdown than the more t rad i t iona l view of language 
that separates it into s t ruc tu ra l , meaning, and use 
components; in our model, syntact ic, semantic and 
pragmatic knowledge may a l l be intertwined both 
funct ional ly and s t ruc tura l ly within a single 
pattern. 

Other researchers that eschew these 
d is t inc t ions , for example, Schank, Lebowitz, and 
Birnbaum (1980), emphasize the importance of 
integrated functions to the point where they no 
longer recognize the existence of a language 
speci f ic component. In contrast, we wish to 
preserve a level of language processing that is 
d i s t inc t from other sorts of knowledge appl icat ion. 
Namely, th is is the level of application of language 
specif ic knowledge as embodied by the PHRAN-PHRED 
knowledge-base. Our work suggests to us that the 
Processing involved here is quite d i f ferent from 

hat required to apply other forms of world 
knowledge. For example, the kind of processing 
needed to understand the re lat ion between sentences 
of a text appears to be unrelated to that needed to 
understand the way in which words of a sentence jo in 
together to produce a meaning. 

The importance of th is d is t inc t ion is two-fold. 
F i r s t , i t indicates that while language 
understanding is highly integrated with 
non-l inguist ic processing, that a separable level of 
language-specific processing is s t i l l iso latable. 
Secondly, since these other processes are viewed as 
being d i f ferent in nature from PHRAN and PHRED, then 
we cannot view these programs as models for the 
ent i re process. That i s , an integrated understander 
w i l l contain components that are not designed along 
the same l ines as PHRAN; a general production 
mechanism w i l l contain parts that do not resemble 
the control structure of PARED. 

4.0 SOME EXPERIENCE WITH THE MODEL 
Although it may be too early to make a 

de f in i t i ve evaluation of the model, our preliminary, 
qua l i ta t ive results are encouraging. For example, 
the addit ion of new knowledge to the system is now 
rather straightforward. The sentences quoted above 
from Newsweek contain some vocabulary and phrases 
with which PHRAN was not fami l iar at the time we 
intended to process them. Getting PHRAN to work on 
them was accomplished merely by asserting the 
missing knowledge into the data base and indexing it 
(by hand). No new code had to be wr i t ten or old 
code changed. Thus making these additions took a 
re la t ive ly short period of time (a few hours). 

In th is section I describe some experiences we 
have had in developing PHRAN and PHRED, as well as 
some experiments we nave made in using the model for 
other languages, and an al ternat ive implementation 
of PHRAN using a re lat ional data base system. 

4.1 Sharing PHRAN*s Knowledge Base 
Work on PHRAN began about a year before PHRgp. 

Thus PHRED was essential ly designed using PHRAN s 
knowledge base. While the i r were some biases in 
th is data base because it was somewhat more 
PHRAN-oriented, these proved to be technical rather 
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PHRAN and PHRED serve as the front and back end 
to various natural language processing systems. In 
feneral, PHRAN and PHRED perform that part of 

anguage processing that requires detailed knowledge 
of the specif ic language involved; the other 
components of the system perform reasoning based on 
more general, non- l inguist ic world knowledge. For 
example, PAM (Plan Applier Mechanism) is a story 
understanding program that can make inferences based 
on the goals and plans of the story characters. PAM 
also knows about the relevant saliency of the story 
components it encounters, so it can dist inguish the 
points of a story from the story s less interest ing 
parts. 

PAM uses PHRAN to read the i n i t i a l sentences of 
the story and produce representations of the i r 
meaning. After it has read the story, made the 
necessary inferences and recognized the story 
points, FAM uses PHRED to create a summary of that 
story in English by generating just those parts of 
the story representation that consti tute the story 
points. The fol lowing example is meant to 
demonstrate some of PHRAN and PHRED s language 
processing capabi l i t ies : 

Input to PHRAN: 
JOHN GRADUATED COLLEGE. JOHN LOOKED FOR A JOB. 

THE XENON CORPORATION GAVE JOHN A JOB. JOHN WAS 
WELL LIKED BY THE XENON CORPORATION. JOHN WAS 
PROMOTED TO AN IMPORTANT POSITION BY THE XENON 
CORPORATION. 

JOHN GOT INTO AN ARGUMENT WITH JOHN'S BOSS. 
JOHN'S BOSS GAVE JOHN'S JOB TO J0HN's ASSISTANT. 
JOHN COULDN'T FIND A JOB. JOHN COULDN'T MAKE A 
PAYMENT ON HIS CAR AND HAD TO GIVE UP HIS CAR. JOHN 
ALSO COULDN'T MAKE A PAYMENT ON HIS HOUSE, AND HAD 
TO SELL HIS HOUSE, AND MOVE TO A SMALL APARTMENT. 

JOHN SAW A HIT AND RUN ACCIDENT. THE MAN WAS 
HURT. JOHN DIALED 911- THE MAN'S LIFE WAS SAVED. 
THE MAN WAS EXTREMELY WEALTHY. AND REWARDED JOHN 
WITH A MILLION DOLLARS. JOHN WAS OVERJOYED. JOHN 
BOUGHT A HUGE MANSION AND AN EXPENSIVE CAR, AND 
LIVED HAPPLY EVER AFTER. 

After processsing by PAM... 
Summary generated by PHRED: 

JOHN WORKED FOR THE XENON CORPORATION. 
THE XENON CORPORATION FIRED JOHN. 
JOHN COULD NOT PAY FOR HIS HOUSE AND HIS CAR. 
JOHN WAS BROKE. 
A MAN GAVE JOHN SOME MONEY. 
M W F i f e CAR AND A NEW HOUSE. 

In addi t ion, PHRAN has been able to 
understander utterances of considerably greater 
complexity. For example, the fol lowing are examples 
of sentences PHRAN can understand, taken from 
Newsweek (March, 1980): 

Oilmen are encouraged by the amount of 
natural gas discovered in the Baltimore 
Canyon, an undersea trough about 100 miles 
of f the New Jersey coast. 
Tenneco, one of "59 companies engaged in 
d r i l l i n g in the area, thinks i t s leased 
tract contains a marketable supply of gas. 

As the knowledge base shared by PHRAN and PHRED 
contains phrasal patterns of various levels of 
abstraction, each mechanism handles generative as 
well as non-generative constructs with a single 
processing strategy. Again, since the i r knowledge 
base is in fact shared, adding a single item to both 
data bases makes that item usable both to the 
language understanding and language production 
components. 



Thus f a r , almost a l l of PHRAN's knowledge base 
has been converted i n t o Spanish. A c t u a l l y , the 
Spanish vers ion contains many pat te rns that do not 
occur in Engl ish and omits those tha t do not make 
sense in Spanish. Thus there is not a one-to-one 
correspondence between the data bases, but the 
amount of knowledge they conta in is roughly the 
same. While we have encountered some problems in 
making t h i s convers ion, so f a r . these have a l l been 
techn ica l problems wi th PHRAN per se. That i s , 
these are known d e f i c i e n c i e s w i th the basic 
mechanism of PHRAN tha t are e a s i l y co r rec tab le , but 
which have not yet been f i x e d . Although these 
manifest themselves more in the Spanish ve rs ion , 
they do not seem to represent problems that are 
p a r t i c u l a r to Spanish processing. Probably the 
reason tha t they nave ar isen more prominent ly in the 
Spanish vers ion is due to the frequency of the kinds 
o f cons t ruc t ions i nvo l ved . 

For example, the d i r e c t and i n d i r e c t pronouns 
in Spanish can come in three types: 1) 
ind i rec t -p ronoun verb . 2) d i rec t -pronoun verb , and 
3) ind i rec t -p ronoun d i rec t -pronoun verb . Since some 
i n d i r e c t pronouns and d i r e c t pronouns are the same 
word, care must be taken to d i f f e r e n t i a t e between 
cases 1 and 2. This is done by spec i f y i ng case - l i ke 
pa t te rns associated w i th each verb that requ i re some 
p a r t i c u l a r k ind o f o b j e c t . 

The f o l l ow ing are some examples of Spanish 
sentences t h i s vers ion of PHRAN can process. These 
examples were based on sentences in an elementary 
Spanish language textbook. They are chosen 
p r i m a r i l y to demonstrate those aspects of Spanish 
processing that do not a r i se in Engl ish PHRAN, such 
as the problems i n v o l v i n g pronouns mentioned above. 
The ac tua l Spanish input is p rov ided, along w i th a 
l i t e r a l t r a n s l a t i o n . Tne representa t ion produced by 
PHRAN is then shown, fo l lowed by some t im ing data 
( the output has been edi ted f o r u n d e r s t a n d a b i l i t y ) : 
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than t h e o r e t i c a l problems. For example, the 
assoc ia t ion between a v a r i a b l e pa r t of a pa t te rn and 
the par t o f the concept w i th which i t i s associated 
was kept in the form or a l i s t of correspondences. 
However, in p roduc t ion , PHRED o f ten needs to know 
tha t a p a r t i c u l a r pa t te rn should be used only when 
two s l o t s of a concept are f i l l e d w i th the same 
concep tua l i sa t i on . For example, the pa t te rn 
"<person> take <object>" is on ly app l i cab le wnen the 
ac to r and r e c i p i e n t of the concept par t are the 
same. 

The problem here is tha t t h i s equivalence is 
only i m p l i c i t in the in fo rmat ion PHRAN needs to f i l l 
s l o t s dur ing understanding. That i s , PHRAN only 
needs to Know tha t the subject goes i n t o the ac tor 
s l o t and the subject goes i n t o the r e c i p i e n t s l o t , 
but i t need not r e a l i s e that these s l o t s w i l l 
the re fo re conta in the same f i l l e r . However, t h i s is 
exac t l y the in fo rmat ion that PHRED needs to know it 
should use t h i s p a t t e r n . This is a problem because 
PHRED must make a deduct ion here whi le PHRAN does 
no t , or a l t e r n a t i v e l y , we could add t h i s der ivab le 
f a c t . However, t h i s s t a r t s v i o l a t i n g the idea that 
there would be no spec ia l i zed knowledge fo r 
understanding and p roduc t ion . 

The problem is not ser ious in any case. 
Moreover, i t could e a s i l y be f i xed by using pa t te rn 
matching-type va r iab les to encode the assoc ia t i ons : 
t h i s would es tab l i sh a correspondence tha t is not 
biased more f o r one program or tne o the r . We have 
not bothered to do so only because it was eas ier to 
m i l d l y v i o l a t e one of our p r i n c i p l e s than to 
r e - w r i t e a l l the pa t t e rns . Thus f a r , a l l the 
problems we have encountered w i th the representa t ion 
of the data base have been of t h i s s o r t . While t h i s 
is encouraging we probably have not been working on 
PHRED long enough yet to be able to s ta te 
c a t e g o r i c a l l y tha t no more s i g n i f i c a n t problems w i l l 
a r i s e . 

4.2 Spanish PHRAN 

In a d d i t i o n to being e a s i l y extended, 
knowledge-engineered systems should be eas i l y 
mod i f i ab le . One way in which someone may want to 
modify PHRAN is to make it work on another language. 
To begin w i t h , we had no a p r i o r i f e e l i n g about now 
much of PHRAN is dependent upon aspects of the 
Engl ish language and how much could be general ized 
to other languages. A lso , i t seems reasonable that 
f o r some languages qu i t e d i f f e r e n t from Eng l i sh , the 
pattern-based nature of PHRAN might be less 
w e l l - s u i t e d , and f o r some, perhaps be t te r s u i t e d . 

Thus whi le we have were not in a p o s i t i o n to 
make claims about l i n g u i s t i c un i ve r sa l s , i t d id seem 
reasonable to expect tha t PHRAN should be e a s i l y 
adaptable to languages f a i r l y c lose to Eng l i sh . 
Moreover, we are i n te res ted in now much the basic 
s t r u c t u r e of PHRAN should car ry over to languages 
tha t a r e n ' t qu i te so s i m i l a r . To explore out these 
quest ions , Mike Morgan, a graduate s tudent , has 
attempt to produce both a Spanish and a Chinese 
vers ion of PHRAN simply by changing the 

?at tern-concept data base. Major mod i f i ca t i on of 
he program i t s e l f was not considered f a i r p lay . 

The Spanish vers ion proved to be successfu l in 
a number of ways. F i r s t , we found tha t it was 
poss ib le to r ewr i t e most of the pat te rns i n t o 
phrases of another language wi thout having the 
knowledge encoder learn anyth ing about the inner 
workings of the program. Thus roost of PHRAN s 
knowledge was converted i n t o Spanish language 
knowledge in a few weeks of t h i s so r t of coding. 
This is p a r t i c u l a r encouraging since no e f f o r t was 
made to make PHRAN access ib le to the naive user. We 
f e e l tha t t h i s suggests tha t a system l i k e PHRAN 
could be designed to a l low f a i r l y easy cons t ruc t ion 
of a language processor f o r a new language, or to 
a l low f o r the a d d i t i o n of spec ia l purpose phrases or 
jargon by some user who was not an expert AI 
programmer. 



4 . 3 Ch inese PHRAN 

Ch inese i s an i n t e r e s t i n g t e s t o f PHRAN because 
t h e l anguage c o n s i s t s o f a r e l a t i v e l y s m a l l number 
o f w o r d s , and a g r e a t d e a l o f p h r a s a l p r o d u c t i v i t y . 
A Ch inese v e r s i o n o f PHRAN i s b e i n g c o n s t r u c t e d , 
a g a i n b y o n l y c h a n g i n g t h e p a t t e r n - c o n c e p t p a i r d a t a 
base . The P i n - Y i n r o m a n i z a t i o n i s used ( i . e . , 
B e i j i n g a s opposed t o P e k i n g ) , t o , d e n o t e Ch inese 
w o r d s , w i t h s u f f i x e d numbers ( 1 - 4 ) d e n o t i n g t o n e s . 
C u r r e n t l y . Ch inese PHRAN has a l l 1596 Ch inese words 
i n i t , a l t h o u g h i t o n l y knows the s i g n i f i c a n c e o f a 
s m a l l p e r c e n t a g e o f t h e m e a n i n g f u l p a t t e r n s . 

For e x a m p l e , c o n c e p t s o f t e n l e x i c a l i z e d i n 
Eng l i sh can be deno ted in Ch inese by p u t t i n g words 
t o g e t h e r . Examples i n c l u d e d so f a r i n Ch inese PHRAN 
a r e X U V ? s h f ? n 6 1 ( s t u d e n t ) and * x i a n 1 s h e n g l " 
l t e a c h e r ) . O t h e r more complex p a t t e r n s a l s o abound . 
f ,or examp le , t h e p a t t e r n "<PLACE> r e n 2 " means 

pe rson f rom t h a t p l a c e " ; M<PLACE> hua4 " - > " t h e 
language spoken i n t h a t p l a c e " : "<COUNTRY-HEAD> 
guo2 -> " t h a t c o u n t r y " ; "<COUNTRY-HEAD> wen2" -> 

language spoken i n c o u n t r y " . Thus "zhong1 guo2 
ren2 means a pe rson f rom C h i n a " , and b o t h zhongl 
guo2 hua4" and zhong1 wen2" mean " C h i n e s e " . 

5 . 0 AI AND RELATIONAL DATA BASES 

By r e p r e s e n t i n g t h e knowledge abou t t h e meaning 
o f a l a n g u a g e ' s u t t e r a n c e s d e c l a r a t i v e l y , we c l a i m 
t o have reduced a t l e a s t p a r t o f t h e n a t u r a l 
l a n g u a g e p r o c e s s i n g p r o b l e m to a p r o b l e m o r d a t a 
base m a n i p u l a t i o n . I f s o , t h e n r a t h e r t h a n 
i m p l e m e n t i n g o n e ' s own d a t a base i n L I S P , 
c o n v e n t i o n a l d a t a base management sys tems may be 
u s e f u l when t h e knowledge to be o r g a n i z e d becomes 
l a r g e enough . 

b y a c t u a l l y 
c o n v e n t i o n a l 

We d e c i d e d to t e s t t h i s i d e a 
i m p l e m e n t i n g a v e r s i o n of PHRAN in a 
d a t a base s y s t e m . F red M u e l l e r , a g r a d u a t e s t u d e n t , 
e s s e n t i a l l y r e - w r o t e PHRAN in EQUEL. a q u e r y 
l anguage f o r t h e INGRES d a t a base sys tem ( H e l d , 
S t o n e b r a k e r , and Wong, 1975) deve loped a t B e r k e l e y . 
INGRES is based on t h e r e l a t i o n a l m o d e l , and r u n s on 
a VAX 1 1 / 7 8 0 . To g e t r e l i a b l e measurements . PHRAN 
was imp lemented in FRANZ LISP on t h i s sys tem as 
w e l l . T e s t were r u n t o compare t h e r e l a t i v e 
p e r f o r m a n c e o f t h e sys tems o n v a r i o u s s i z e d a t a 
b a s e s . 

W h i l e t h e r e s u l t s a r e somewhat s u b j e c t t o 
v a r y i n g i n t e r p r e t a t i o n s , t h e y can be summar ized as 
f o l l o w s : F i r s t , i t was p o s s i b l e i n f a c t t o r e - w r i t e 
PHRAN in INGRES, a l t h o u g h t h e r e a r e some m i n o r 
d i f f i c u l t i e s i n e n c o d i n g L lSP-based d a t a s t r u c t u r e s 
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i n t o a language tha t does not support po in te r s . 
Second, the LISP vers ion is considerably f a s t e r when 
the data base of pat tern-concept pa i r s is small 
(about 11 times f a s t e r ) . However, when the data 
base is large (2000 words and 500 p a t t e r n s ) , the 
EQUEL vers ion is about 3 times f a s t e r than the LISP 
ve r s i on . 

These f i gu res are not too s u r p r i s i n g in tha t 
data bases systems are designed to handle la rge disk 
f i l e s and there fore should perform be t te r than 
a r b i t r a r y LISP programs accessing a d i s k . However, 
these resu l t s are equivocal because (1) loading the 
data base was charged to some of the LISP execut ion 
t imes. (2) l i t t l e attempt has been made to opt imise 
the LISP ve rs i on , and (3) the performance of INGRES 
is a c t u a l l y worse than repor ted , as the f i gu res 
presume about a f a c t o r of four speed-up tha t should 
r e s u l t from very simple changes to INGRES tha t are 
in the making. 

The d e t a i l s of these numerical r e s u l t s are not 
so much the p o i n t , however. The speed-up f i gu res 
are probably conservat ive in any case. The rea l 
po in t is that a great deal o f a t t e n t i o n to t h i s so r t 
of performance issue w i l l be paid to general data 
base systems. I f product ion vers ions or AI programs 
can be t rans fe r red to these systems to take 
advantage of t h i s work, then a great deal of 
d u p l i c a t i o n of e f f o r t may be avoided. By 
engineer ing PHRAN in the manner tha t we have, we can 
take advantage of such technology as it becomes 
ava i l ab l e wi thout having to e n t i r e l y re-des ign our 
system f o r a d i f f e r e n t implementat ion. 

6.0 SUMMARY 

We have presented a model of na tu ra l language 
use meant to descr ibe the language-spec i f ic aspects 
of language understanding and produc t ion . The model 
is motivated by the pervasiveness of non-generat ive 
language, by the d e s i r a b i t y of a language analyzer 
and a language product ion mechanism to share t h e i r 
knowledge, and by the need f o r knowledge engineer ing 
advantages sucn as ease of ex ten t ion and 
m o d i f i c a t i o n . 

The basis of the model is a dec la ra t i ve 
knowledge base of pat tern-concept p a i r s . This 
knowledge base is shared by PHRAN, a language 
ana lyzer , and PHRED, a language product ion 
mechanism. PHRAN matches pa t te rns against sentences 
and uses the associated concepts to represent t h e i r 
meaning; PHRED matches representa t ions f o r ideas 
against the concept par ts of these pa t te rns , and 
combines the pa t te rn par t to express t h e i r meaning. 

We have experimented w i th these systems, 
p a r t i c u l a r l y w i t h PHRAN, by t r y i n g to convert i t to 
o ther language, such as Spanish ana Chinese, and by 
implementing PHRAN in a r e l a t i o n a l data base system. 
The success we have had so f a r w i th these 
en te rp r i ses i nd i ca tes to us tha t knowledge 
engineer ing p r i n c i p l e s are usefu l in the design of 
f l e x i b l e , e f f i c i e n t , and t h e o r e t i c a l l y i n t e r e s t i n g 
na tu ra l language processing systems. 
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