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Abstract 

This paper presents a prototype of an interface sys­
tem with an active human-like agent. In usual human 
communication, non-verbal expressions play important 
roles. They convey emotional information and control 
timing of interaction as well. This project attempts to 
introduce multi modality into computer-human inter­
action. Our human-like agent with its realistic facial 
expressions identifies the user by sight and interacts 
actively and individually to each user in spoken lan­
guage. That is, the agent sees human and visually 
recognizes who is the person, keeps eye-contacts in its 
facial display with human, starts spoken language in­
teraction by talking to human first. 
Key words : AI application, Multimodal Interface, 
Autonomous Agent, Spoken Dialogue, Visual Recogni­
tion, Facial Display 

1 I n t roduc t i on 

In normal human communication, face-to-face com­
munication in particular, humans activate many com­
munication modes/channels in parallel and exchange 
verbal and non-verbal signals. Sight and hearing are 
the examples of such modes. As a result, a message 
conveyed by such modes can be reinforced each other, 
so that communication becomes highly flexible and 
meaningful. 

On the other hand, numerous researchers have 
studied and proposed a variety of intelligent agents 
[6]. It can be said that an essential common to all 
such research is to develop agents which engage and 
help all types of end users. Therefore, agents should 
have the capacity for user-friendly and easy-to-use in­
teraction with users. 
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Recently, in view of these facts, research into multi 
modal interaction has become popular. Such projects 
attempt to understand the characteristics and utiliza­
tion of human modes, and to introduce knowledge re­
garding them into human-computer interaction. How­
ever, these aspects have, until now, remained open 
problems. 

We have been working on these problems. For ex­
ample, we have collected and analyzed data on human 
behavior during interactions with a simulated spoken 
dialogue system [5]. We are on the way to the de­
velopment of a mathematical model which describes 
the activation, integration, recognition and learning 
process of multi modal information. However, it is 
necessary to evaluate the mathematical model devel­
oped. For mathematical modeling and its evaluation, 
a multi modal interaction system should be developed 
and examined by all types of end users. 

In this paper, we describe an active agent oriented 
multimodal interface system with image and speech 
recognition/synthesis functions as the first prototype 
of the research project. 

The prototype displays a moving human-like agent 
with realistic facial expressions to promote smooth in­
teraction with users (see Section 3). The agent can 
identify the user on sight and provide active interac­
tion to users in spoken language. That is, the agent 
can execute such tasks as follows. 

1. The agent starts spoken language interaction by 
talking to human first. 

2. The agent sees human and visually recognizes 
who is the person. 

3. The agent keeps eye-contacts in its facial display 
with human. 

As a result, the agent can provide individual in­
teraction with each user. In other words, the agent 
can respond differently to each individual user. These 
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are achieved by the integration of image and speech 
recognition/synthesis technologies. 

2 Related Works 

The idea of introducing a human-like agent into 
human-computer interaction was proposed in the mid 
1980's by Alan Kay. However, at that time, it was 
hard to develop agents which could provide "ordi­
nary" interaction modes for users because the com­
puting power and costs in the mid 1980's were not 
prohibitive. 

John Sculley, for example, proposed a human-like 
agent called Phil in the " Knowledge Navigator" in 
1987, but it was demonstrated only in the concept 
video, and the utilization of visual functions was not 
considered. 

Nevertheless, as the 1980's move into the 1990's, 
realistic agents with some interaction modes have be­
gun to appear. In the following, some representative 
researches which utilizes human-like agents are refered 
to. 

Takebayashi et al. have developed a spoken dia­
logue system (SDS) with a cartoon like but moving 
facial display (agent) [10], As their system does not 
have visual functions, it tries to find a user using a 
special switch in a floor mat. 

Nagao et al. have developed a SDS with a human-
like agent which joins human-human conversations 
and presents beneficial information for users [9, 11]. 
The agent is texture mapped with a real human tex­
ture, and the appearance is realistic. However, as this 
system does not have visual functions, the agent deter­
mines the presence of the user(s) from his/her voice. 

Maes et al. are developing human-like agents 
which assist users with daily computer-based tasks 
[8]. In their framework, multi-agent collaboration is 
discussed based on learning agents. However, only 
simple caricatures are used to convey the state of the 
process (agent) to users. As for input from users, only 
the standard devices (keyboards and others) are used. 
Therefore, the channels between human and computer 
are not sufficient for natural interaction with users. 

The Apple Newton with its agent software and 
General Magic's messaging agents are (will be) mar­
keted as commercial products which employ human-
like agents, but neither visual or speech recognition 
functions are supported. 

The prototype system proposed in this paper 
can provide multi interaction modes (sight, hearing, 
speaking, and facial expressions) which are essen­

tial for intimate communication between humans and 
computers. 

The facial image synthesis technique applied here is 
also used in videophone and video conference commu­
nication. However, our facial display is an autonomous 
agent, not a duplication of the user's face. 

(This paper does not deny the utilization of key­
boards and pointing devices. The important point is 
whether the interaction system can give users oppor­
tunities to select acceptable modes or devices, or not.) 

3 W h y Human- l i ke Agent? 

In a previous research project, an experiment was 
carried out to collect data on human behavior in inter­
action with computers [5]. In this experiment, forty 
subjects were requested to speak with a simulated spo­
ken dialogue system. (The system used in this exper­
iment did not display any visual agents.) 

After the experiment, information was obtained 
from the subjects by questionnaires. The following 
results were obtained: 

1. Seven subjects voluntarily requested to display fa­
cial symbols to speak with. 

2. If the subjects feel that the system behaves like a 
human, they feel intimacy towards the system. 

Based on this information, it can be said that realis­
tic human-like agent promotes human-computer inter­
action. As a result, it was decided to apply a realistic 
and human-like agent as an interface surface between 
humans and the computer. 
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Fig.2 Facial texture and fitted SD model. 

4 P ro to type System 

4.1 System Architecture 

The developed system consists of three Work Sta­
tions for real time image and speech processing, one 
auto-focus CCD camera and one microphone. These 
are all standard hardware and equipment. 

Figure 1 illustrates an outline of the system archi­
tecture. It consists of the following four sub-systems 
and a interaction manager. 

1. A facial display sub-system that generates three-
dimensional facial images. 

2. A vision sub-system that recognizes and distin­
guishes users' facial images. 

3. A speech recognition sub-system, that recognizes 
speaker- independent continuous speech. 

4. A speech synthesis sub-system that generates 
voice output. 

5. A interaction manager that controls inputs and 
outputs of the sub-systems. 

The details of these sub-systems are described in 
the following subsections. 

4.2 Facial Display Sub-system 

The face of the agent is composed of approximately 
500 polygons and is modeled three-dimensionally [2]. 

The appearance of the face is rendered by the tex­
ture mapping technique which is commonly used in 
computer graphics. The facial texture employed in our 
system is taken from a photograph of a young man. 
Figure 2 illustrates a 3-D facial model fitted onto the 
texture used in the system. 

Fig.3 Samples of synthesized communicative fa­
cial displays (the agent), (a)neutral, (b)happiness, 
(c)anger, (d)sadness, (e)surprise, (f)sleep. 

Facial displays are synthesized by local deforma­
tions and rotations of the polygons. Currently, eye­
brows, eyeballs, eyelids, mouth and head orientation 
of the facial model are controllable. As a result, the 
action units in Facial Action Coding Units (FACS) [1] 
are available on the system. 

Moreover, the system can control both action de­
grees and action speeds of each facial part indepen-
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dently to provide realistic moving facial displays. Fig­
ure 3 shows samples of synthesized communicative fa­
cial displays (the agent). These are neutral, happiness, 
anger, sadness, surprise, and sleep. 

It is common knowledge that "eye-contact" plays a 
vital role in human communication. For this reason, 
eye-contact was introduced into the prototype system, 
so that the agent may become friendly with users. 

The current system controls the agent's eyes con­
tinuously so as to look at users during the interaction. 
Figure 4 shows a comparison between facial displays 
with and without eye-contact. 

The number of parameters for the facial display 
is 24 for the current system. The base performance 
of the facial display sub-system is approximately 13 
frames per second on SGI indigo2. 

Currently, the system in-corporates thirteen 
parameter-sets (command sequences) for moving fa­
cial displays, considering the correspondence with 
tasks of the system (see Subsection 5.2). 

The quality of the texture-mapped facial images is 
high, making them much more realistic than standard 
rendered images or animations. 

Fig.4 Comparison between facial displays (a) with 
eye-contact and (b) vnthout it. 

4.3 Vision Sub-system 

The purpose of the vision sub-system is not only 
to detect the presence of a user, but also to identify a 
facial image as a specific person. 

User's facial images are taken from a standard video 
camera connected to the system. The camera is set 
beside the monitor, which displays the agent, so as to 
face the user. 

The algorithm implemented is based on [Kurita et 
al.][7] so that real-time and robust processing will be 
available on the prototype system. The method em­
ploys higher order local autocorrelation features as 

primitive features at the first stage of feature extrac­
tion. Those features are then linearly combined using 
linear Discriminant Analysis or Multiple Regression 
Analysis to identify the user. 

Thus, a moving face in input image sequence is rec­
ognized and identified in real-time. The background 
of the input images does not need to be constrained 
or segmentation free. 

The recognition rates of the prototype system were 
approximately 98% for identification of 116 persons. 
The recognition speed was about 5 frames per second 
on a SUN sparcstation 10. This appears to be satis­
factory for a human-computer interactive system. 

4.4 Speech Recognition Sub-system 

User's utterances are obtained via a microphone set 
in front of the monitor displaying the agent. Speaker-
independent and continuous speech recognition is im­
plemented in the prototype system. The speech recog­
nition sub-system recognizes a (short) sentences one 
after another. The algorithm is based on [Itou et 
al.][4]. 

The recognition rate was approximately 84.2% 
spontaneous speech of for 40 subjects (183 utter­
ances), but the experiments were carried out before 
the sub-system was integrated with the other sub­
systems. Calculation time required for speech recog­
nition ranges from 1-2 sec after the end of each user's 
utterance. 

Currently, the sub-system can deal with a vocabu­
lary of approximately 100 words and reject utterances 
that have low likelihood scores. 

4.5 Speech Synthesis Sub-system 

The speech of the agent is synthesized by the speech 
synthesis sub-system in a male voice. The sub-system 
synthesizes a speech consisting of one or more sen­
tences at a time. However, it cannot control output 
timing precisely. 

4.6 Interaction Manager 

Currently, the whole system is controlled by the 
interaction manager. 

The interaction manager receives messages (recog­
nition results) both from the vision and speech recog­
nition sub-systems in parallel. In order to obtain a 
high level of accuracy, it examines the order of the re­
ceived messages and discards inadequate ones by fol­
lowing the state of the dialogue. 
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Then it analyzes the massages received and gen­
erates control commands for the facial display and 
speech synthesis sub-systems. 

Followings are available basic tasks controlled by 
the interaction manager on the current system. In 
interaction, these tasks are executed in parallel. All 
tasks are executed with moving facial displays of the 
agent. 

1. The agent finds a facial image, identifies it with 
a specific user and speaks to him/her actively. 

2. The agent answers questions concerning the date 
and the time by speech. 

3. The agent gives notice of incoming E-mail mes­
sages by speech. 

4. The agent sets and explains the user's time sched­
ule. 

5. The agent records/replays messages from/to a 
specific user. 

6. The agent sleeps between tasks. 

5 Example In terac t ion w i t h the Pro to ­
type System 

5.1 Preliminary Arrangements 

The experimental interactions are executed in an 
ordinary office environment. 

Before interactions, the agent requires a learning 
process of users' facial images and a background. As 
described in Subsection 4.3, the background need not 
be constrained. In the learning process, approximately 
50 images taken from a video camera are required for 
every user and the background. This process com­
pleted in a few minutes. 

As for speech recognition, no preliminary arrange­
ments are necessary. 

5.2 Example of Interaction 

This section describes an example interaction be­
tween two users and the prototype system. (The orig­
inal dialogue is in Japanese.) In the following, A, Ul 
and U2 denote the agent, User 1 and User 2, respec­
tively. 

(Ul sits in front of the system 
and looks at the monitor displaying the agent. 
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5.3 Discussions References 

In the above dialogue, it is noted that the agent 
speaks to users actively and individually by making 
use of its "eyesight". It is one of the achieved tasks 
that users can leave (short) messages for a specific 
person with the agent. 

However, the intelligence of the current agent is 
still limited. For example, should a recognition mod­
ule make a mistake, the current agent cannot de­
tect/recognize such mistakes. This remains as one of 
the problems to be solved. Figure 5 illustrates a user 
and the prototype system. The agent is displayed at 
the center of the monitor. 

6 Conclusion and Future Tasks 

We described the architecture and functions of our 
first prototype of an active agent oriented multi-modal 
interface, and discussed advantages and difficulties in­
volved in such system. Through experimental inter­
actions, we found that the activeness of the agent is 
effective not only in human-computer interaction but 
also in human-human communication via the agent. 

We are planning to implement the following ex­
tended functions which enables the current agent more 
flexible and user-friendly. 1) Hands will be added to 
the agent. In human-to-human communication, ges­
tures with hands play important roles as an additional 
mode which conveys non-verbal messages. 2) In image 
recognition, the algorithm will be improved to identify 
each user individually in the presence of plural users 
[3]. 3) In speech recognition, the number of words 
which can be dealt with will be increased. 

We also plan to carry out experiments with subjects 
on the prototype system for the evalumation and im­
provement of the mathematical (interaction) models 
which is under development. 

Active agents will be novel type of intelligence for 
the future information originated society. 
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