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Abstract. Requirements are the basis for all software projects. Thus,
the requirements phase needs much more attention in order to specify
the problems that the software system is intended to solve. However,
identifying correctly and completely the software requirements encom-
passes many issues due mainly to their inconsistencies, ambiguities, in-
completeness, and instability. In addition, requirements change requests
are inevitable during the software life-cycle (SLC). Change request ex-
pressed in natural language format are hard to analyze since they may
affect different types of software requirements. To provide an appropri-
ate response to a change request, this paper aims to: (i) investigate how
well machine learning techniques are used in the classification of soft-
ware requirements as well as requirements change requests, and (ii) give
an overview of our research that proposes to use the natural language
processing and Support Vector Machine (SVM) classifier to automati-
cally classify the requirements change requests into mainly two categories
(functional change and technical change).

Keywords: machine learning · software requirements · requirements
change requests · natural language processing · classification · functional
change · technical change.

1 Introduction

In today competitive world, software organizations have placed a premium on
customer satisfaction. Customers want customized products responding to their
specific needs. This mandate requires a much closer relationships between devel-
opers and customers.

The success or the failure of a software project is highly dependent on the soft-
ware requirements identification. In fact, software projects are critically vulnera-
ble when the requirements-related activities are poorly performed [12]. In reality,
requirements elicitation, analysis and management are very common problems
for all the development methodologies. In fact, software requirements are usu-
ally expressed in natural language. However, due to the ambiguity inherent in
natural language, the requirements specification is prone to a number of errors
and flaws [10].
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In addition to a customized product, customers are also looking for a rapid
delivery. Thus, developers need to be more selective in the use of software at-
tributes. Ultimately, the classification of software requirements is required to al-
low not only customers and developers to be selective in using software attributes
but also project managers to make the right decision. On the other hand, soft-
ware projects typically involve various customers with different requirements.
For that reason, the automated classification of software requirements into func-
tional requirements and non-functional requirements is gaining more attention.
However, it is still a challenge due to the variability of natural language and the
absence of a controlled vocabulary [1].

Software requirements are subject to change and difficult to articulate during
the SLC. A single change request may affect different types of software require-
ments at the same time. This made their evaluation a hard task. For an accurate
change analysis, our research aims to use the natural language processing and
SVM to classify the requirements change requests into (i) functional change and
(ii) technical change.

The remainder of this paper is organized as follows: Section 2 presents an
overview of the requirements engineering and surveys some works studying the
software requirements classification. Section 3 gives a summary of our work.
Finally, section 4 concludes the presented work.

2 Background and Related Work

This section describes the background for our work and surveys some works.

2.1 Requirements Engineering

Regarding the requirements definition, it is important to distinguish between the
user requirements and the system requirements. User requirements are written
for the customer mostly in natural language and do not contain any technical
details. Throughout the SLC, user requirements are represented using different
formats. Whereas, system requirements are written for developers and contain
a detailed description of the user requirements including functional and non-
functional requirements as well as the technical constraints.

Identifying user requirements is a critical task. In fact, the more user re-
quirements are clear, precise and well-defined, the better software designers will
understand the functionality to be developed. In turn, the software testers will
be able to understand exactly what the software must do when they verify the
developed functionality. Oppositely, unclear, imprecise and inaccurate require-
ments force the designers and testers to ask for more clarifications.

As shown in Fig. 1, the main activity in the requirements engineering are:
Requirement elicitation, Requirement analysis, Requirement acceptance and re-
quirement management. The requirement elicitation determines, explains, and
reports stakeholders needs. During the requirements analysis phase, more details
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Fig. 1. Process flow of requirements engineering [5]

about the users’ needs and the customer’s expectations are provided. Both ac-
tivities require the negotiation with the customer and users. The requirements
acceptance concerns the requirements verification. During this activity, require-
ments defects can be detected. By the end of this phase, the requirements base-
line is provided. Thereafter, when a change request is proposed, the requirement
management is required in order to analyze the change impact on the require-
ments baseline. Hence, some modifications can be then made.

2.2 Software Requirements Classification

This section involves how well machine learning methods have been used in the
software requirements and change requests classification. For instance,

– Rashwan et al., [10] proposed a method that automatically captures and
analyzes requirements written in natural language. Requirements are classi-
fied into functional requirements and nonfunctional requirements. This study
used a new manually annotated standard corpus based on Promise corpus
[11] and a new classifier based on SVM. The execution of their classifier with
their own corpus gives an accuracy equal to 84%.

– Kurtanović & Maalej [8] proposed to classify automatically software require-
ments into functional requirements (FR) and NFR using SVM classifier.
They used a sample of Amazon software reviews and evaluated their classi-
fier using different metrics in a series of experiments. They obtained a preci-
sion and recall up to ∼92% in distinguishing between FR and NFR. For the
identification of specific NFR, they achieved the highest precision and recall
for security and performance with ∼92% precision and ∼90% recall.

– Tamai & Anzai [13] proposed to classify software requirements written in nat-
ural language into (i) quality requirements (QR) (ii) functional requirement
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and (iii) non-Requirement (non-R) using the convolutional neural network.
They used thirteen documents available on the web from NIRS 3, IPA4, and
JUAS5. The evaluation shows that the precision of classifying FR, QR, and
non-R, are respectively equal to 89% , 70%, and 86%.

– Yang & Liang [15] proposed an approach to automatically identify and clas-
sify software requirements into FR and NFR using a combination of in-
formation retrieval technique (TF-IDF) and Natural Language Processing
technique (regular expression). They used the user reviews collected from a
popular APP iBooks in English App Store. The results show that the NFR
classification has a precision equals to 75% and that of FR is equals to 35%.

– Winkler & Vogelsang [14] mentioned that it is necessary to distinguish be-
tween relevant requirements and information in SRS documents. They used
the conventional neural networks with a set of 10,000 elements extracted
from 89 real-world automotive SRS documents. The proposed approach in
this paper was able to extract requirements with a precision equals to 73%.

– Maalej et al., [9] applied several probabilistic techniques to classify app re-
views into four types: bug reports, feature requests, user experiences, and
text ratings. This study used different classifiers (e.g., Naive Bayes, Decision
Tree and MaxEntropie). They showed that app reviews can be classified with
an accuracy between 85% and 92%.

Table 2 lists the different approaches proposed in the literature focused
on the classification of software requirements and requirements changes. As it
can be observed in this table, different classifications for software requirements
have been proposed. For instance, researchers distinguished between FR and
NFR (cf., [8], [15], etc.). Other studies, such as Rashwan et al., [10], give more
refined classifications. Regarding the requirements changes classification, Maalej
et al., [9] proposed to classify the user reviews into four categories (Bug reports,
Feature requests, User experiences, and Ratings). This classification does not
consider the one proposed by the ISO community [2]. In addition, researchers
mix between non functional requirements and project constraints as well as the
quality characteristics levels.

In our work, we adapt the classification proposed by [2]. Thus, we propose to
classify requirements change requests into two major categories, with 10 classes
in total: functional change and technical change (functional suitability, perfor-
mance efficiency, compatibility, usability, reliability, security, maintainability,
portability, and Constraint). Where, a functional change request affects the FR
and a technical change request affects the NFR or project constraints [7].

3 Our Proposition

This section introduces the research questions, describes the dataset and gives
an overview of the research method that will be used in our work.
3 NIRS: National Institute of Radiological Sciences
4 IPA: Information Technology Promotion Agency, Japan
5 JUAS: Japan Users Association of Information Systems
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3.1 Research Questions

In our study, we address the following research questions:

1. RQ1 How well can we automatically classify the requirements change re-
quests as Functional Change (FC) and Technical Change (TC)?

2. RQ2 How well can we automatically classify the eight NFR classes based
on ISO/IEC 25010 [6]?

3.2 Data Set for Requirements Change Requests

Table 1 gives more details about the documents used to collect the require-
ments change requests in our study. TC and FC are mainly collected from the
Promise corpus [11] and the UCI machine learning repository [4]. The Promise
corpus includes 15 SRS documents that contain a total of 326 NFR and 358
FR. The NFR types include different quality characteristics (e.g., maintainabil-
ity, security, performance efficiency, etc.) and quality sub-characteristics (e.g.,
availability, time-behavior, etc.). On the other hand, the UCI Machine Learn-
ing Repository is a collection of databases that can be used by researchers. It
has been successfully used within the context of existing software projects. From
this database, we collected 303 requirements that includes TC and FC. The total
number of requirements change requests collected form these two databases is
equal to 1000.

Table 1. Documents Source

Document Type Year Categories Number of
Require-
ments

PROMISE Reposi-
tory: NFR Data Set

SRS March 17,
2007

TC 625

PROMISE Repos-
itory: WASP Data
Set

use case December 14,
2015

FC 72

UCI Machine learn-
ing repository:
Re2015 Training set

SRS March 16,
2015

FC / TC 303

Total = 1000
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3.3 Overview of the Research Methodology

The main steps of our approach are illustrated in Fig 2.

Fig. 2. Phases for the proposed approach

Step 1: data set collection
As mentioned in Table 1, in this study data have been collected from Promise

corpus [11] and the UCI machine learning repository [4]. Indeed, the data set
to be used includes two SRS documents and one USE CASE document. These
documents contain the functional requirements with a total number of 518, Non
Functional Requirements with a total number of 469, and 13 constraints. The
NFR types include Functional suitability, Performance efficiency, Compatibility,
Usability, Reliability, Security, Maintainability, and Portability. Table 3 presents
an overview of the data sets, including the software attributes, their correspond-
ing definitions, examples of sentences per class, and their total numbers.

Step 2: Pre-process
The pre-process step is required because of the variability of natural language

and the absence of a controlled vocabulary. For instance, we suggest to:

– Tokenize sentences: to classify the content of user reviews in better granu-
larity, we split it into sentences as the unit of classification.

– Eliminate the punctuation marks (e.g., “,” , “.”, etc.).
– Eliminate stop words (e.g., “is”, “the”, “on”, etc.) in general we have to

remove the words with a length of less than three letters.
– Eliminate user reviews that only give the users opinion on a software appli-

cation (e.g., “Not gooood at all”, etc.).
– Eliminate the emotions since they only gave users opinion (e.g., “:(”, etc.).
– Transform the slang words or abbreviations into their basic forms (e.g., “idk”

into “I don’t know”, etc.)
– Filtering out spam reviews (e.g., so slow)

Step 3: Extract Keywords
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In this step, we first manually identify user reviews greater than ∼70% and
classify these reviews into NFRs and FRs or constraints. Based on these classifi-
cations we extract keywords to be used for automated identification and classi-
fication. The selected concepts (key words) are frequently listed in the require-
ments documents. The key concepts for NFR definition are derived from the
quality characteristics definition as described in the ISO 25010 software quality
model [6]. This model includes eight quality characteristics: functional suitabil-
ity, performance efficiency, compatibility, usability, reliability, security, maintain-
ability, and portability. For instance, “slow”, “seconds”, “time”, “duration” are
examples of keywords for Performance efficiency.

Step 4: Apply SVM
This step focuses on how to classify user reviews written in natural language

using SVM. For that purpose, collected data falls into training data (700 re-
quirements) and testing data (300 requirements). Thereafter, we use the SVM
classifier to automatically classify data into the two categories (FC and TC).

Step 5: Evaluation
In this step, we will use the most known metrics for machine learning evalu-

ation: Precision, Recall and F-measure. These metrics are defined as follows:

Precision =
TP

(TP + FP )
(1)

Recall =
TP

TP + FN
(2)

F −measure =
2 × Precision×Recall

Precision + Recall
(3)

Where:

– TP: True positives are the number of correctly classified change requests.
– FP: False positives are the number of change requests incorrectly classified.
– FN: False negatives are the number of change requests incorrectly not clas-

sified.

4 Conclusion

The main purpose of the herein presented work is to investigate the applicabil-
ity of machine learning techniques in the classification of software requirements
and requirements change requests. Our literature review proved that different
techniques have been used to achieve this purpose. However, the proposed clas-
sifications do not respect that one given by the ISO community [2]. In addition,
researchers confound between concepts (for example NFR characteristic and
project constraints).

This paper also gave an overview of our approach that proposes to use
SVM for requirements change requests classification into functional and tech-
nical change. Our work will be useful for researchers as well as industrial, who
are interested in requirements engineering and software estimation.
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Table 3. Classes’ definitions and dataset overview

Class/ Soft-
ware At-
tributes

Definition Example Requirements

Functional Re-
quirements

functional user requirements that
define what the software must do ?
[3]

Allows the mobile
users to propose and
schedule meetings

518

Functional
suitability

degree to which a product or system
provides functions that meet stated
and implied needs when used under
specified conditions [6]

- -

Performance
efficiency

Performance relative to the amount
of resources used under stated con-
ditions [6]

The system shall re-
fresh the display ev-
ery 60 seconds

115

Compatibility degree to which a product, system
or component can exchange infor-
mation with other products, sys-
tems or components, and/or per-
form its required functions [6]

Doesn’t work on
iPad When I open it
crashes my iPad

25

Usability degree to which a product or sys-
tem can be used by specified users
to achieve specified goals [6]

The product shall
have a consistent
color scheme and
fonts

114

Reliability degree to which a system, prod-
uct or component performs speci-
fied functions under specified con-
ditions and period of time [6]

The system shall
achieve 95 up time

37

Security degree to which a product or system
protects information and data [6]

The system shall pre-
vent attacks includ-
ing denial of service

72

Maintainability degree of effectiveness and efficiency
with which a product or system can
be modified [6]

The product shall be
expected to operate
for at least 5 years

39

Portability degree of effectiveness and efficiency
with which a system, product or
component can be transferred from
one hardware, software or other op-
erational environment [6]

The system shall in-
terface with the fac-
ulty central server

67

Constraint project requirements and con-
straints that express the technical
requirements [3]

The website will
comply with W3C
standards

13

Total = 1000


