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Abstract  
The article describes a new approach to the classification of time series based on the 

construction of their recurrence plots. After transforming the time series into recurrence plots, 

two approaches are applied for classification. On the first approach, numerical recurrence 

characteristics are used for classification as features. In the second case, the time series is 

interpreted as image of its recurrence plot. A convolutional neural network is chosen for image 

classification. The data for the classification are the electrocardiograms realizations of 100 

values, which contained records of healthy people and patients with a diagnosis of ischemia. 

Research results showed the advantages of classifying images of recurrence plots, indicate a 

good classification accuracy in comparison with other methods and the potential capabilities 

of this approach. 
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1. Introduction 

Analysis and classification of time series plays an important role in many areas of science and 

technology: in biology, seismology, physics, economics, in particular, in solving problems of 

diagnostics and forecasting. When time series classifying using machine learning, most often a set of 

some statistical features is extracted from the time series, which is input of the classifier. Various 

methods can be used as classifiers, including widespread neural networks [1,2]. 

A new and non-trivial approach to the classification of time series is the transformation of a series 

into another structure, for example a graph, a surface or a table, and the classification of features 

obtained on the basis of this structure [3-5]. If the structure obtained from the time series can be 

visualized, that is, represented as an image, then the resulting images can be classified by image 

recognition methods [3, 6-8]. 

One of the methods that allows visualizing the time series dynamics is the method of recurrence 

plots, proposed for the analysis of nonlinear dissipative systems and widely used in other areas of 

research [9-12]. In recent years, visualization of recurrence plots has been used to analyze and classify 

time series of various nature. 

In this paper, the classification of electrocardiograms (ECG) is considered. Cardiac diseases are 

referred to those diseases that respond well enough to treatment if they are at an early stage. The main 

diagnostic method in cardiology for a long time has been ECG, which is widely used for the functional 

study of the cardiovascular system.  

The purpose of the presented work is to classify ECG time series using recurrence analysis tools. 

After transforming the time series into recurrence plots, two approaches are applied for classification: 

the use of numerical characteristics of recurrence plot as classifier features and the classifying images 

of recurrence plot using a convolutional neural network.  
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2. Recurrence plots 

Recurrence analysis is one of the many nonlinear dynamic’s tools applied to the study of time series 

and is designed to identify non-obvious dependencies in the time series dynamics. Recurrence analysis 

of time realizations is built on the well-known property of the trajectories of dissipative systems: repeat 

of states (recurrence). 

This property was formalized in the "recurrence theorem", which says that if a system reduces its 

dynamics to limited subset of a n - dimensional space, then the system with a probability almost equal 

to 1, returns arbitrarily close to some initially specified state [11]. 

Let's consider some time realization, represented by its values  1 2, , ..., , ...,i Nx x x x . Recurrence 

states of a point 
ix  are states jx  that fall into n -dimensional neighborhood of 

ix  with a given radius   . 

The recurrence of states 
ix , where i  is a time moment, is reproduced using a N  N square matrix 

( recurrence plot) containing black and white dots. Coordinate axes of matrix i  and j  are discrete time 

axes, black dots with coordinates ( ,i j ) indicate the presence of recurrence between points ix  and jx .  

Thus, the recurrence plot is a black and white image. 

For clarity, Fig. 1 shows a recurrence plot of a sinusoidal periodic trajectory (left), and a plot of the 

stochastic realization of encephalogram [13] (right). 

 

       
Figure 1: Recurrence plots: sinusoid (left) and encephalogram realization (right) 

 

In [9-12], an approach was proposed the quantitative recurrence analysis, which makes it possible 

to obtain numerical recurrence characteristics of a time series. Let us consider some numerical 

characteristics that can be used as features for time series classification. 

The most obvious characteristic is the recurrence rate (RR), which shows the density of points in a 

recurrence plot that corresponds to the probability of states repeating. 

A number of characteristics are based on the calculation of the diagonal lines lengths L  in the 

recurrence plot. The presence of a diagonal line corresponds to a situation when a some part of the 

phase trajectory repeats itself (within the specified accuracy  ), passing through the same region of the 

phase space at different time intervals. The average length of the diagonal lines Lavg  corresponds to 

the  average value of the time at which the time series repeats its dynamics. Usually, random time series 

have shot diagonal lines, and a large number of separate recurrence points. Regular, in particular 

periodic time series, correspond to recurrence plots with long diagonal lines and a small number of 

separate recurrence points. 

Shown in fig. 1 the recurrence plot of sine wave actually contains only diagonal lines that indicate 

the periodic nature of the trajectory of the system. 



The derived characteristic from the lengths and number of diagonal lines is a measure of the system 

predictability (determinism, DET). It is based on the fact that the average length of the diagonal lines 

corresponds to the average predictability time of the system behavior. Entropy of the diagonal lines 

(L_ENTR) is calculated based on the frequency distribution of L  and shows the complexity of the 

trajectory deterministic component. 

Some of the numerical characteristics are calculated on the basis of the vertical lines lengths V in 

the recurrence plot, which correspond to the trajectory being in the same state (laminarity, LAM) The 

value LAM indicates the presence of system conditions when the system movement stops or moves very 

slowly. 

The average length of vertical structures (trapping time, TT) indicates the time that a trajectory can 

spend in the neighborhood   of a certain state. Entropy of the vertical lines (V_ENTR) is calculated 

based on the frequency distribution of the vertical lines lengths and indicates the complexity of the 

laminar component of the trajectory. 

Fig. 1 shows recurrence plot of the realization of an encephalogram, where both diagonal and vertical 

structures are present. Visually, you can determine that the lengths of the diagonal lines are small, and 

there are also a significant number of separated recurrence points in the structure. 

Table 1 shows the values of the above-described numerical characteristics corresponding to the 

recurrence plots shown in Fig. 1. Obviously, there is significant differences in the values of the 

characteristics obtained for the deterministic and stochastic trajectories. 

 

Table 1 
Numerical recurrence characteristics   

 RR Lavg  Det L_ENTR LAM TT V_ENTR 

Sinusoid 0.12 39.76 0.998 0.03 0.67 0.92 0.024 

Encephalogram 0.045 4.58 0.247 1.51 1.32 7.83 2.51 

 
Thus, a time series can be represented by recurrence plot that reflects its dynamics. The classification 

of recurrence plots can be performed by using  their numerical characteristics, which act as features for 

the classifier. Another classification method could be to classify recurrence plot images using a 

convolutional neural network. 

 

3. Classification methods  

To solve the classification problem in both cases, neural networks were chosen. It is known that a 

feed-forward neural network is a universal approximator and, with the correct choice of architecture, 

the trained model is an effective classifier. To perform classification, where numerical characteristics 

of recurrence plot are input, a multilayer perceptron was chosen. The ReLu function was used as an 

activation function. It equates negative values to 0, and leaves positive values the same. One of the 

advantages of the ReLu function is that it has a simple derivative, which simplifies the learning process. 

Such a neural network is capable of detecting hidden patterns in data. 

To avoid overfitting, a regularization layers were added to the neural network after each fully 

connected layer. To improve the efficiency of the neural network, batch normalization was used. The 

Adam stochastic optimization algorithm (improvement of the stochastic gradient descent method) was 

used as a training method [14]. 

To classify recurrence plots as images, a convolutional neural network was applied. Convolutional 

neural networks are now widely used for classification and image recognition tasks. Convolutional 

networks are based on the following principles of operation. Local feature extraction means that each 

neuron receives an input from the local receptive field in the previous layer. The formation of neural 

network layers is carried out in the form of a set of feature maps, that is, planes on which all neurons 

use the same synaptic weights. After the convolutional layers comes the pooling layer, the main task of 



which is to thin out the input image to reduce the computational load, memory consumption and the 

number of parameters, reducing the risk of overfitting. The considered architecture of the neural 

network makes it possible to focus on low-level objects in the first hidden layer in order to further 

combine them into high-level objects All this leads to the fact that convolutional networks are invariant 

to transfer, scaling, and minor distortions. [15] 

In the used convolutional network, the activation functions ReLu and the stochastic optimization 

method Adam were also applied. 

4. Description of the experiment  

4.1 Input data 

The input data for research in this work were data obtained from the repository "UEA & UCR Time 

Series Classification Repository" [16]. The dataset name is "ECG200". 

It contains medical time series that are ECG realizations: 200 samples, of which 100 are intended 

for training the classifier and 100 for testing. Each series corresponds electrical activity recorded during 

the heartbeat and contains 100 values. The ECG realizations are divided into two classes: "norm" (class 

0) and "ischemia" (class 1). 

Fig. 2 shows schematic images of the ECG realizations for a healthy person and a patient diagnosed 

with ischemia [16]. 

 

 
Figure 2: Schematic ECG, "normal" and "ischemia" 

 

Table 2 shows the number of time series for classes “0” and “1”. 

 

Table 2 
Number of time series for experiment  

Dataset Class 0 Class 1 Total 

Train 31 69 100 

Test 36 64 100 

Total 67 133 200 

 

Fig. 3 shows realizations of ECG, which are typical for a healthy person (class “0”) and person with 

ischemia disease (class “1”).  



 
Figure 3: Realizations of ECG; left - class “0”, right - class “1” 

 

Fig. 4 presents examples of the recurrence plots which correspond ECG time series of Fig. 3. It 

should be noted that, in contrast to the schematic image, the difference between the ECG time series of 

class "0" and class "1" is not visually observed, while the recurrence plots have visual differences. 

 

         
Figure 4: Recurrence plots; left - class “0”, right - class “1” 

4.2 Experiment 

We need to solve the problem of binary classification of medical time series. For the classification, 

the Python language was chosen. Python is a high-level object-oriented programming language with 

strong dynamic typing. It is an open source language containing many libraries for processing and 

graphing data. Python is one of the most demanded and popular program language, as evidenced by 

numerous ratings and analysis of proposals on the software development market [17]. 

Time series classification was carried out by two methods. In the first case, the time series were 

transformed into recurrence plots, from which the numerical characteristics were calculated. The 

obtained characteristics were the input features for the classifier. 

The following sample recurrence measures were used as features: the recurrence rate RR, the 

predictability DET, the laminarity of the time series LAM, the maximum length of diagonal lines Lmax, 

the maximum length of vertical lines Vmax, inverse value of the maximum diagonal line length DIV, 

average length of a diagonal line Lavg, trapping time TT, entropy of diagonal lines L_ENTR, - entropy 

of vertical lines V_ENTR. 

 

 

 



Fig. 5 shows several values of recurrence characteristics obtained from ECG realizations belonging 

to class "0". 

 

 
Figure 5: Recurrence characteristics of class “0” 

 

Fig. 6 shows the values of the same recurrence characteristics obtained for class "1". As is clear from 

the above examples, the characteristic values of classes “0” and “1” differ from each other. For example, 

the average value Lavg for class "0" in the given five inputs is 4.67, which is higher than for class "1", 

where the average is correspondingly 3.15. Similar differences can be seen if we carry out calculations 

for all the given characteristics. 

 

 
Figure 6: Recurrence characteristics of class “1” 
 

To carry out the classification in the first case, a fully connected multilayer perceptron with an 

activation function of the ReLU type was chosen [18]. This neural network is a versatile approximator 

and is capable of detecting hidden patterns in data. To prevent overfitting of the model and to increase 

the classification accuracy, several layers of batch normalization were included in the structure of the 

neural network [19]. 

In the second case, the classification was based on the recognition of images of recurrence plots. 

Input ECG time series for training and test samples were transformed into recurrence plots images. 

Some of the resulting images for both classes are shown in Fig. 7. 

To create a neural network, the Keras library was used, which is the most popular for creating neural 

networks. The developed convolutional neural network contains five layers; the first two ones are 

convolutional. The output of the last layer is fed to a 2-sided softmax, which produces a distribution 

over 2 classes. Neurons in fully connected layers are connected to all neurons in the previous layer. The 

non-linear ReLU function is applied to the output of each convolutional and fully connected layer. The 

Adam stochastic optimization method was chosen as the training method. 
 

 

 

 

 

 

 

 

 



 
Figure 7: Recurrence plots of class "0" (left) and class "1" (right) 

 
 

 



4.3 Classification quality metrics 

To determine the classification accuracy, metrics were used that are determined by the number of 

correctly and falsely detected cases presented in the confusion matrix, namely: true positive (TP) - when 

the ECG of a healthy person was correctly identified; true negative (TN) - when the disease was 

correctly recognized; false positive (FP) - when the ECG was healthy, but was classified as a disease; 

and false negative (FN) - when the disease ECG was taken for the healthy ECG. The classification 

metrics are calculated as a function of these four values [20]. 

Accuracy is  the proportion of correctly defined ECGs for healthy and diseased person: 

TP ТN
Accuracy

TP FP FN ТN




  
 

(1) 

The Precision metric can be presented as the proportion of objects identified as positive and, they 

are really positive; the Recall metric indicates which part of a positive class from all positive class 

objects was found: 
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Precision
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

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(2) 

TP
Recall

TP FN



 

(3) 

F -metric is the harmonic mean of Precision and Recall: 

2
*Precision Recall

Precision Recall
F


 . (4) 

The ROC curve was also plotted. The Area Under Curve - Receiver Operating Characteristic curve 

(AUC-ROC) is a way to evaluate the model as a whole. The ROC curve is a curve from point (0,0) to 

point (1,1) in the coordinates True Positive Rate (TPR) and False Positive Rate (FPR), where 

TP
TPR

TP FN
, 

 
(5) 

FP
FPR

FP TN
. 

(6) 

 

Ideally, when the classifier makes no mistakes (FPR 0 ,TPR 1 ), the area under the curve is 

equal to 1; when the classifier determines the probabilities of the classes at random, the AUC-ROC will 

approach 0.5. It is obvious that the value of the area under the curve evaluates the quality of the 

algorithm. 

5. Research results and discussion 

Consider the results of the classification carried out by the two methods described above and 

compare them using classification quality metrics. 

The classification results on the basis of numerical recurrence characteristics are presented in 

Table 3. It is clear that the ECG time series related to class “1”, i.e. electrocardiograms of patients with 

ischemic disease are recognized much more accurately than normal ECG records. 

 

Table 3 
Classification evaluation metrics 

 Precision Recall F -metric 

Class 0 0.80 0.64 0.71 

Class 1 0.75 0.94 0.83 

Accuracy   0.81 



 

ROC-curve is a reliable method for assessing accuracy. In Fig. 8 the ROC-curve for classification 

based on numerical characteristics is presented, the value of the area under the ROC-curve is 0.76. 

 

 
Figure 8: ROC curve for classification based on numerical characteristics 

 

The evaluation metrics for classification of recurrence plot images using developed convolutional 

neural network were calculated and presented in Table 4.  

 

Table 4 
Classification evaluation metrics 

 Precision Recall F -metric 

Class 0 0.93 0.72 0.81 

Class 1 0.86 0.97 0.91 

Accuracy   0.89 

 

From the obtained values of the metrics it follows that as well as in the first case the ECG of patients 

with ischemia is determined more accurately than the ECG of patients without heart disease. Perhaps 

this is due to the greater number of realizations in the sampled data or some characteristic features of 

the ECG. 

In Fig. 9 the ROC curve is presented, the value of the area under the ROC-curve is 0.92. 

The results showed that the classification of recurrence plot images using a convolutional neural 

network gave significantly higher accuracy for all metrics than classification based on numerical 

features using a fully connected multilayer perceptron. 

It should be noted that in the dataset description it was indicated that the best classification accuracy 

of these data was obtained using the Bag-of-SFA-Symbols (BOSS) classifier and equals 89% [16]. 

Although we have achieved the same precision, we used the simple neural network. Obviously, when 

using a deep neural network aimed at recognizing black and white images, the classification accuracy 

will be higher. 

 



 
Figure 9: ROC curve for classification of recurrence plot images 

6. Conclusion 

The article discussed comparative analysis of the time series classification based on the application 

of recurrence plot method. Two approaches were applied for classification: the use of numerical 

recurrence characteristics as features and the recognition of recurrence plot images 

The input data for the experiment were ECG time series containing 100 values, which have been 

divided into two classes: "normal" and "ischemia". Research results have shown the advantages of 

classifying images of recurrence plots. With this approach the classification accuracy has been 89%, 

while the accuracy of classification based on numerical characteristics has been 81%. Image 

classification have been carried out using a simple convolutional network, however, the accuracy value 

was equal to the best accuracy obtained by classifying this dataset using was equal methods. 

The considered approach of image recognition has great potential for other applications related to 

the analysis and classification of time series. Our future research will focus on improving the neural 

network architecture in order to better recognize black and white images of typical recurrence plots. 
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