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Abstract

Natural languages vary in their quantity expressions, but the variation seems to be
constrained by general properties, so-called universals. Their explanations have been
sought among constraints of human cognition, communication, complexity, and prag-
matics. In this article, we apply a state-of-the-art language coordination model to
the semantic domain of quantities to examine whether two quantity universals—
monotonicity and convexity—arise as a result of coordination. Assuming precise
number perception by the agents, we evolve communicatively usable quantity ter-
minologies in two separate conditions: a numeric-based condition in which agents
communicate about a number of objects and a quotient-based condition in which
agents communicate about the proportions. We find out that both universals take off in
all conditions but only convexity almost entirely dominates the emergent languages.
Additionally, we examine whether the perceptual constraints of the agents can con-
tribute to the further development of universals. We compare the degrees of convexity
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and monotonicity of languages evolving in populations of agents with precise and
approximate number sense. The results suggest that approximate number sense sig-
nificantly reinforces monotonicity and leads to further enhancement of convexity.
Last but not least, we show that the properties of the evolved quantifiers match certain
invariance properties from generalized quantifier theory.

Keywords Quantity terminologies - Quantifiers - Language evolution - Approximate
number sense - Agent-based modelling - Generalized quantifier theory - Semantic
universals - Monotonicity - Convexity

1 Introduction

Natural languages include a variety of quantity terms, among them numerals (e.g., one,
two, three) and quantifiers (e.g., at least two, a few or half of ). Such words are important
in communication—every language includes, at minimum, expressions for denoting
initial natural numbers (Gordon, 2004; Pica et al., 2004). Typically, numerical or, more
generally, quantitative terminologies are well-developed, which is documented by the
considerable range of such systems across cultures (Menninger, 1969; Bach et al.,
1995; Matthewson, 2008; Keenan & Paperno, 2012).

Despite cross-linguistic differences, the issue of so-called linguistic universals,
properties shared by (almost) all natural languages, is a recurring topic. Such properties
have been studied in phonology (Hyman, 2008), syntax (Greenberg, 1963; Chomsky,
1965; Croft, 1990), and semantics (Lindsey & Brown, 2009; Jiager, 2010). In this paper
we focus on convexity and monotonicity—two out of many candidates for quantifier
universals studied in applied mathematical logic (Barwise & Cooper, 1981; Peters &
Westerstahl, 2006). Convexity and monotonicity can be easily explained in the case of
colors and scalar terms, but their general principles remain the same across domains.
A colour term, such as red or blue, is associated with a region of cognitive colour
space. Convexity of a region means, figuratively, that one can enclose it tightly with
a rubber band, and that enclosure will contain no gaps. A gradable adjective, such as
tall or cold, is associated with a region of the linear scale of degrees (of tallness or
coldness), similar to an interval. Such a region is monotone if its membership extends
to any greater (or lesser) degree, as it is conveniently expressed by the following: if
X is tall (cold), then anything taller (colder) than X is also tall (cold). The convexity
universal with regard to colour terms states that the meanings of naturally occurring
simple colour terms are convex (Jdger, 2010). Similarly, the monotonicity universal
with regard to gradable adjectives states that meanings of naturally occurring simple
gradable adjectives are monotone (Carcassi, 2020). The notions of convexity and
monotonicity of quantity terms, and the corresponding universals, are translations of
the above ideas to more abstract spaces of numerosities.

In the first language evolution model of quantifiers (Pauw & Hilferty, 2012),
meanings were convex by default, which excluded the possibility of explaining the
emergence of convexity. We allow that universals are not directly hardwired in cogni-
tion. Where do they come from? One of the possible answers is that their source lies in
general constraints of human cognition: linguistic constructions that are ill-adapted to
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such constraints tend to be eliminated in favor of the more fitting ones (Christiansen
& Chater, 2016). It has been shown, for example, that quantifier meanings satisfying
certain universals, including monotonicity, are simpler in terms of (approximate) Kol-
mogorov complexity (van de Pol et al., 2019) and learnability (Steinert-Threlkeld &
Szymanik, 2019). The same acquisition mechanism favours monotone quantifiers in
artificial iterated learning which consists of repeated production-acquisition events,
arranged in a chain (Carcassi et al., 2019). Quantifiers resulting from such experiments
are sometimes unlike those we encounter in natural languages. This might be, in part,
due to the fact that constrained cognition is not the only pressure to which languages
are sensitive. This drawback has been somewhat mitigated in another study where,
using a different language evolution model than (Carcassi et al., 2019), quantifiers
evolving under the competing pressures for simplicity and informativeness become
more natural (Steinert-Threlkeld, 2019).

Existing explanations of quantity universals do not take into account horizontal
(synchronic) dynamics of languages or, more specifically, language coordination, i.e.,
the mechanisms that work at the level of interaction between users, and that drive
the adjustment of users’ word-meaning mappings. The closest to these dynamics is
the iterated learning model (Carcassi et al., 2019) but again—this model reflects only
vertical (diachronic) dynamics where a previously learned language is passed on to the
next generation. In contrast, in this paper we use one of the state-of-the-art solutions
to the language coordination problem, originally applied to colour terms (Steels &
Belpaeme, 2005). The language coordination model provides a hypothetical mecha-
nistic explanation of the transition from the stage in which a modelled population does
not have a language for communicating about a certain domain, to the stage in which
it has one. Our main modification of the model consists in using number (instead of
colour) stimuli, and therefore redefining the perception of agents.

The first question we ask is the following:

Do semantic universals, such as convexity and monotonicity, emerge as
a result of language coordination? (Question 1)

Apart from being detached from horizontal dynamics, existing explanations of uni-
versals with regard to quantity terms are implicitly based on the assumption that the
perception of quantities by cognitive agents is precise. This assumption is sound in
small contexts involving 1-5 objects. Typically, however, such a restriction is unreal-
istic. In the context of larger quantities, humans use a separate magnitude estimation
system—approximate number sense (ANS)—and produce an instant perception of
quantity at the cost of accuracy, with an error proportional to the intensity (cardinal-
ity) of the perceived input (Dehaene, 1997). This ability is actually more fundamental
than precise counting, which develops only later in childhood (Cantlon et al., 2006),
including more sophisticated numerical concepts (Feigenson et al., 2004).
The second question we examine in this paper is the following:

Do the constraints of ANS on the level of individuals support the emergence
of semantic universals, such as convexity and monotonicity? (Question 2)
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To address the above questions we employ a methodology of computer simulations.
Models based on similar principles have been used extensively in language evolution
studies (see, e.g., Steels, 2012).

Our experiment concerns a population of agents in which a certain interaction
protocol is repeated many times. Each step of the simulation can be described as a
combination of two levels: a single- and a multi-agent one.

On the single-agent level, each agent perceives quantitative stimuli according to
an activation pattern (coded by what we call a reactive unit). Here the experimental
conditions vary—we equip our agents with either ANS-based or exact reactive units.
The exact reactive unit allows precise recognition of the numerosity given in the
stimulus. For ANS-based reactive units a larger estimation error can occur more likely
as the stimulus size increases. The application of quantity-based reactive units is what
sets our model apart from Steels and Belpaeme (2005). The rest of the model remains
the same. The agent groups individual reactive units into categories which are then
used to discriminate between stimuli in a so-called discrimination game (see Sect. 3.1
for details). Depending on the result of discrimination, the agent updates its repertoire
of categories accordingly in order to enhance her chances of successful discrimination
in the future. The structure of this game, and of reactive units (designed to reflect the
constraints of ANS), is important for Question 2.

On the multi-agent level, the agents interact in randomly chosen pairs, according
to the rules of the so-called guessing game. In each such interaction one of the agents
is assigned the role of the speaker and the other one is the hearer. They are jointly
shown two stimuli, of which one is selected to be the ropic.! The speaker perceives both
stimuli and, by employing the discrimination game, finds a category that distinguishes
the topic from the other stimulus. At this point, the speaker reaches out to her individual
(weighted) associative map between categories and terms/words (we often refer to this
mapping as her language or terminology), finds a term that best corresponds to that
category in her language and utters that word. The hearer then looks up the word
uttered by the speaker and the category that has the strongest binding to that word in
his language. He makes a guess by pointing to the stimulus with the highest response
in that category. The coordination game is successful if the hearer points to the topic.
In this case the language associations responsible for that guess are reinforced, others
are decreased. In the case the game fails, the associations responsible for the guess
are decreased. This game implements horizontal, i.e. between-agent, dynamics, and
therefore is especially important for Question 1.

The paper is structured as follows. The perception model and the language evolution
model are described in Sects. 2 and 3, respectively. In Sect.4 we specify our notions
of meaning, and the two semantic universals of convexity and monotonicity. We also
relate these concepts to generalized quantifier theory. Section5 describes our experi-
ments aimed at comparing the degrees of convexity and monotonicity of terminologies
resulting from the cognitively-plausible ANS-based model with the respective degrees
obtained from a cognitively-neutral, ANS-independent model. Section 6 concludes the

paper.

1 Perhaps this is another slight difference from the model by Steels and Belpaeme (2005) where agents
were presented four stimuli.

@ Springer



Convexity and Monotonicity in Language Coordination 573

o
= - |
1 a - a 1/10
2 (=]
a
a =]
a
o m
O o a
4 o (=] o 4/10
L] ]
a
| a
a a
8 = [ | = o om
= o u = 8/10
o - -
o |
| a
(a) numeric (b) quotient

Fig.1 Types of stimuli (a) numeric and (b) quotient

2 Perception Module

An agent can receive two types of number stimuli: numeric or quotient.

A numeric stimulus is a positive integer. It can be interpreted as the number of
objects presented to an agent (Fig. 1a).

A perceived stimulus can be mistaken for a different but close-enough quantity.
We capture this using a vague representation formalism of reactive units (defined by
Steels and Belpaeme (2005) for the special case of colour space). Here, a reactive
unit is a bell-shaped real function centered on a certain quantity and fading with the
distance from it. The reactive unit for the numeric stimulus z has the following form:

R, ~ N(n, o?), (D

where NV (n, 02) is the normal distribution with mean n and some standard deviation o .
We distinguish two modes of perception: precise and approximate. Precise number
sense allows for accurate discrimination between any two distinct stimuli. We capture
it by taking a sufficiently small constant standard deviation (¢ = 1/3) across all

stimuli so that, for each n, almost all of R,,’s mass is wrapped around n (top of Fig.2).
The second mode, approximate number sense (ANS), incorporates scalar variability,
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Fig. 2 Reactive units of numeric-based stimuli 1, 4, 8 (left) and quotient-based stimuli 1/10,4/10, 8/10
(right) according to precise (o = 0.3, top row) and approximate (¢ = n - 0.1, bottom row) number sense

or Weber’s law, which makes vagueness grow linearly with the magnitude of the
stimulus (Fechner, 1966):

Ry ~ N, (n-0.1)%). )

The above model of ANS is inspired by signal detection theory (Green & Swets, 1966)
and has received both experimental and theoretical support (Pica et al., 2004; Halberda
& Feigenson, 2008; Cheyette & Piantadosi, 2020). Agents using precise number sense
respond to stimuli as if they were capable of precise counting regardless of the overall
size or intensity of the stimulus.

Quotient stimulus is a (reduced) fraction % It can be interpreted as the ratio of
n objects of a given kind among all k objects presented to an agent (Fig. 1b). Quo-
tient stimuli lack systematic cognitive modelling literature. For example, the question
whether ANS is recruited in human ratio processing seems to be open (O’Grady et al.,
2016; O’Grady & Xu, 2020). Here, we decided to follow a hypothesis formulated in the
most recent study (O’Grady & Xu, 2020) which suggests that ratio processing utilizes
number processing by combining representations of the numerator and the denomina-
tor into the corresponding ratio distribution. Given reactive units R, Ry, representing
numerical stimuli 7, k respectively, the reactive unit for the quotient stimulus 7 is

given by the following ratio distribution:

Rujk ~ Rn/Ryg. 3)
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Two properties of this model are worth mentioning. First is that, assuming the approx-
imate mode of perception, we clearly see an analogue of scalar variability, or Weber’s
law (Fig. 2, bottom-right). This is good because similar effects have been reported in
experiments with human subjects (O’Grady & Xu, 2020).

The second property of the above model is that for any two equal ratios (e.g.
9/23 = 27/69) the corresponding ratio distributions are identical (Rg/23 = R27/69).
This property can be easily derived from known analytical representations of the
ratio distribution X /Y of two independent normal random variables X, Y (see, e.g.,
Equation 1 in Diaz-Francés and Rubio, 2013). There, two additional requirements are
imposed on X, Y—positive means and coefficients of variation less than one. These
requirements are satisfied by ratio distributions considered in this paper: each R, ~
N (n, n-0.1) has positive mean and the coefficient of variationis § = (n-0.1)/n < 1.
This property justifies our restriction to use only reduced fractions in our simulations.

The above model of ratio perception implies that the perception of proportions like
10/10, 7/7 etc. is still characterized by a substantial variance. It seems that in such
cases the non-proportional elementary quantifier @/l is empirically used (which seems
to be consistent with the results of empirical results in Szymanik and Zajenkowski,
2010). Therefore, we restrict the set of stimuli to reduced fractions from the open
interval (0, 1).

In the following, if the exact form of a reactive unit is irrelevant, we denote it by
z, possibly with subscripts. When we write z(x), we mean p,(x), where p, is the
probability density function associated with z.

2.1 Categories

While a reactive unit describes the cognitive response to a single stimulus, a category
may include several such units, collectively representing a set of stimuli. Formally, a
category is defined as a linear combination of k (k € N) reactive units z1, 22, . . ., Zk,
and corresponding non-negative weights w, wa, ..., wi (describing the significance
of each unit within the category):

k
c(x) = Z w;z; (x). 4

i=1

Suppose that an agent equipped with a category ¢ observes a stimulus s. ¢ generates
aresponse reflecting how well s fits into the category c. Formally, the response is given
by the scalar product of the category ¢ and the reactive unit R;:

(c|Ry) := /‘c(x)pr(x)dx, 5)

where ppg, is the probability density function associated with R;.% (c|Rs) may be
regarded as the measure of similarity between ¢ and R;. The more overlap between ¢

2 We note that the integrability of ¢ - Ry follows from the integrability of reactive units and basic facts from
measure theory (Halmos, 1976).
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Fig. 3 Examples of emerged categorizations for two different agents at the same step of a test trial. The
agent on the right currently has nine categories. The category marked in orange is likely based on at least
two reactive units, while the one marked in grey has a small weight and will most likely fade away with
time

and Ry, the greater the value of (c|R;) and, clearly, (c|Ry) is close to O if the overlap
is negligible. Also, (c|Ry) is modulated by the weights of the reactive units of c.
These properties provide some theoretical support for the choice of scalar product as
a measure of how well a stimulus fits into a category.?

To illustrate the above concept of categories, we run a test trial involving 10 agents
and plotted categories of two different agents after 99 steps (see Fig. 3).

3 Language Coordination Model

The coordination model consists of agents, each having her own language. A language
is a weighted associative map between words (which happen to be some randomly
generated strings) and categories (see Sect.2.1). Agents engage in two kinds of games:
a discrimination game (Steels, 1997) and a guessing game. In a discrimination game,
played individually, an agent observes a random pair of stimuli, called context, of
which one is the fopic. The agent uses her categories to distinguish the topic from the
remaining stimulus. This is done by checking whether the category with the strongest
response to the topic is different from the analogical category for the remaining stim-
ulus. Such a category is called the winning category. If no winning category is found,
the agent updates her repertoire of categories, either by adding a new category centered
on the topic or extending one of the existing categories.

In a guessing game, two randomly picked agents (designated as speaker and hearer)
meet. They observe a random context but the topic is known only to the speaker.
The speaker plays the discrimination game. Upon success, she finds a word with the
strongest association with the winning category in her language, and utters that word.
The hearer then looks up the uttered word in his language, finds the category that has the
strongest binding with that word and points to the stimulus with the highest response
in that category. If the hearer correctly points to the topic, the game is successful,

3 In the model by Steels and Belpaeme (2005), aresponse of ¢ to a colour stimulus X is ¢(X). This is justified
because X stands for a complex activation pattern reduced to a single point in the CIELab space.
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and the strength of the corresponding bindings within their languages is increased,
and other bindings are decreased. If the game fails, the strength of the corresponding
bindings are decreased.

In a single run of the model, agents engage in thousands of such guessing games,
building up their repertoires of categories and individual languages.

3.1 Discrimination Game

An agent is presented with a context (g, ¢"), with one of the stimuli, g7 € {g, ¢’},
being the topic.
Let C be the set of categories of the agent.

. If C =9, i.e., if the agent (as of yet) has no categories to use, the game fails.

. If {c|Ry) = O or {c|Ry) = Oforall c € C,ie, if all categories the agent is
equipped with give a null response to perceptions of at least one stimulus, the game
fails.

3. Let ¢ = argmax(c|R,) and ¢ = argmax(c|R,), i.e, ¢ and ¢’ are the categories
ceC ceC
which for the perception of the stimuli g and ¢’, respectively, generate the strongest
response.

N =

(a) If ¢ # ¢/, the game is successful and the winning category (c if ¢ = gr, ¢’
otherwise) is returned.
(b) If ¢ = ¢/, the discrimination game fails.

Discriminative success (DS) describes how well an agent performs in a series of
such games. Let ds;? = 1 if the j-th discrimination game of an agent a is successful.
Otherwise, let ds¢ = 0. The cumulative discriminative success of an agent a at game
j for the last n games (we use n = 50) is:

1 j
DS(n)4 = Z ds?. (6)

i=max(0,j—n)

In other words, interpreting discriminative games outcomes as observations, DS might
be understood as an accuracy metric restricted to the last 50 samples, where “true
value” is a discriminative success. If a, j are known/irrelevant, we write DS to mean
DS(SO)?. In other words, it is an accuracy metric (see James et al., 2013), Section
2.2.3) restricted to the last 50 samples.

Adjustment in the Case of Success

When a discrimination game is successful, the output category c is reinforced to
enhance its chances of winning similar games in the future. Let w;, z;,i = 1,2, ..., k,
be the weights and reactive units of ¢, respectively. Reinforcement is computed in the
following way:

w; = w; + B (zi|Rgy)s @)
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i.e., the weights of ¢ are increased proportionally to the corresponding reactive units’
responses to the topic. In our experiment we take 8, the learning rate, to be 0.2.

Adjustment in the Case of Failure
The set of categories is adjusted to avoid a similar failure in the future.

1. Suppose C = ). We set C = {c}, where c is a new category with one reactive unit
R, and weight 0.5.

2. Suppose (c|Ry) = 0 or {c|Ry) = O for all c € C. A new category is added in the
same way as in the first point above (for ¢, if g does not yield any positive response,
otherwise for g’).

3. Suppose c = ¢’. If DS < §, we set C := C U {c}, where c is a new category with
one reactive unit R,, and weight 0.5. If DS > §, the category ¢ (and thus ¢’) is
adapted by appending R, with initial weight 0.5. ¢ is called the discriminative
threshold and it is set to 95%.

After the completion of the game and the associated adjustments, the weights of all
reactive units of all categories of the agent are decreased by a small factor 0 < o < 1
(¢ = 0.2), w; = aw;, which results in slow forgetting of categories. If all weights of
a category are smaller than 0.01, the category is deleted.

3.2 Language

In our model the language provides a bridge between words from an agent’s lexicon
and the external stimuli, via categories (and as a consequence also the reactive units).
An important feature of words is that they can be directly transferred between agents,
while categories and reactive units cannot. An agent’s lexicon is a dynamic object—
initially it is empty but it can grow or shrink with time. Technically speaking, words in
the lexicon are short strings (we use the package gibberish to generate nonsensical
pronounceable random strings, see https://pypi.org/project/gibberish/).

Let F be a lexicon and C a set of categories. Language is a function L : F x C —
[0, o) which assigns a non-negative weight L(f, c¢) to each pair (f,c) € F x C.
L(f, c) indicates the strength of the connection between the word f and the category
c. If L is a language, we denote its lexicon by F'(L) and its set of categories by C(L).
The changes in the language are caused both by additions and deletions performed on
the lexicon and categories, and by changes of the strenghts of connections between
words and categories in the language.

To illustrate the above concept of language, we plotted two representations of
individual languages (see Figs. 4, 5) based on the test trial used to produce Fig. 3.

3.3 Guessing Game

Language is used and adjusted in a guessing game between two agents, the speaker
and the hearer. They are given a common context consisting of two stimuli; as before,
one of them is distinguished as the topic. Crucially, only the speaker is aware which
stimulus constitutes the topic. The speaker’s goal is to utter a word so that the hearer
will be able to guess the topic correctly.
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language2 in step 99 of agent 0 language2 in step 99 of agent 6
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Fig. 4 Illustration of languages of two different agents at the same step of a simulation. Within each
language, the competition between different words associated with the same categories is clearly visible

Association matrix

Association matrix

° o o

$ >

Fig.5 The matrices show the strength of connections between words and categories in the languages from
Fig.4

Let Dg, Cs, Ls be the lexicon, the categories and the language of the speaker.
Similarly, we have Dy, Cy, Ly for the hearer.

1. The speaker and the hearer are presented with a common context consisting of two
stimuli: g1, g2. One of the stimuli, denote it by gg, is the topic. The information
whether gs = q1 or gs = ¢» is available only to the speaker.

2. The speaker tries to discriminate the topic gs from the rest of the context by playing
the discrimination game (Sect. 3.1). If a winning category is found (denoted by cy),
the game continues, otherwise the game fails.

3. The speaker searches for words f in Dg which are associated with cg, i.e., such
that Ls(f, cs) > O.

If no associated words are found (i.e., Ls(f,cs) = 0, for all f € Dg) or Lg is
empty, the speaker creates a new word f (i.e., Dg := DgU{f}),sets Ls(f,cs) =
0.5 and utters f.

Now suppose that some associated words are found. Let fi, ..., f, be all words
associated with cg. The speaker chooses f from f1, ..., f, suchthat Ls(f, cs) >
Ls(fi,cs),fori = 1,2,...,n, and conveys f to the hearer. The choice of such
a word is consistent with the concept of pragmatic meaning, defined later in this
section.
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580 N. Gierasimczuk et al.

4. The hearer looks up f in her lexicon Dp.

If f ¢ Dy, the game fails and the topic is revealed to the hearer. The repair
mechanism is as follows. First, the hearer adds f to her lexicon (i.e., Dy =
Dy U {f}). Next, the hearer plays the discrimination game to see whether or not
she has a category capable of discriminating the topic. If one is found, say c, the
hearer creates an association between f and ¢ with the initial strength of 0.5 (i.e.,
Ly(f,c)=0.5).

Suppose the hearer finds f in Dy. Let c1, ¢a, ..., cx be the list of all categories
associated with f in Ly (i.e., Ly(f,ci) > Ofori = 1,2,...,k). The hearer
chooses cy from ¢y, ..., cx such that L(f,cy) > L(f,c;) fori = 1,2,...,k.
The hearer points to the stimulus, denoted by g i, that generates the highest response
for cy (i.e., gy = argmax (cy|Ry)).

q€{q1.q2}
5. The topic is revealed to the hearer. If gg = gp, i.e., the topic is the same as the

guess of the hearer, the game is successful. Otherwise, the game fails.

Adjustment in the Case of Success

The speaker increases the strength between cg and f by d;,. and decreases associations
between cg and other word forms by §;,,,. The hearer increases the strength between c g
and f by 6;,. and decreases the strength of competing words with the same category

by Sinh-

Adjustment in the Case of Failure
The speaker decreases the strength between cg and f by J4... The hearer decreases
the strength between cy and f by §gec-

In the experiment we take 8;,c = 8inn = 8gec = 0.2.

4 Convexity and Monotonicity
4.1 Meaning

Let us first define the notion of meaning in our model. Intuitively, the meaning of a
word is the set of stimuli associated with it in the language. In this general notion of
meaning we do not take into account contextual factors and other competing words
whose meaning might occupy overlapping areas of the perceptual space. However, we
can also think of a more restrictive concept of pragmatic meaning of a word, in which
contextual factors and interactions with other words play a role. Pragmatic meaning
of a word is then a subset of the meaning of that word—the set of stimuli which have
the strongest binding with that word in the language.

Let Q be the set of stimuli. The meaning of a word f in a language L is defined
by:

[f1F:={g € Q: Y L(f.e){cIRy) > O} ®)

ceC(L)
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In words, a stimulus ¢ contributes to (is an element of) the meaning of f if some
category c associated with f gives a positive response to g.

A justification for (8) comes from the guessing game. Let g, ¢’ be a context with
the topic g. The speaker utters f. The hearer searches for the category with the highest
association to f and finds c. To choose g and win the game, it suffices that (c|R;) >
(c|Ry). In principle, any stimulus ¢ generating a positive response to ¢ can outperform
(in terms of the response magnitude) some other stimulus ¢’. Hence, the interpretative
process on the part of the hearer suggests that g indeed contributes to the meaning of f.

Now we turn to the notion of pragmatic meaning which depends on the context and
interactions with other words:

[f]ﬁ :={q € Q:3c[f eargmaxL(f’, ¢), c cargmax(c|R,)1}. )
f'eF(L) ceC(L)
L(f.0)>0 (c|Rg)>0

In words, ¢ is an element of the pragmatic meaning of f if f is maximally (and posi-
tively) associated with ¢ that gives a maximal (and positive) response to g. The former
condition corresponds to between-word interaction while the latter one corresponds
to context-dependence.*

4.2 Convexity

The notion of convexity has paved its way into cognitive research thanks to the theory of
conceptual spaces (Gérdenfors, 2000, 2014). According to this theory, meanings can
always be represented geometrically, and natural categories must be convex regions
in the associated conceptual space. There exists evidence supporting this theory for
logical words like quantifiers (see, e.g., Barwise & Cooper, 2010; Keenan & Stavi,
2019).

Convexity of a set in a conceptual space is usually defined using an in-betweenness
relation. In our case, the strictly ordered set is the set of stimuli with the less than
relation, (Q, <). The set S € Q is convex if for any a, b, c € S:ifa < b < c, then
b € S. Hence, the (pragmatic) meaning of f in L is convex if it is a convex set in the
space of stimuli Q. The above definition of convexity of meaning is sufficient for our
purposes and can be derived from a more subtle analysis of convexity for quantifiers
presented by Chemla et al. (2019).

4.3 Monotonicity

The notion of monotonicity plays a prominent role in the traditional model-theoretic
semantics (Peters & Westerstahl, 2006). It is often listed among quantifier universals;
it is believed to hold for the denotations of all naturally occurring simple determiners

4 It is worth mentioning that our notion of pragmatic meaning is closely related to the concept of exhaus-
tification (for a recent overview consult Trinh, 2019). Moroever, explicating meaning in terms of strength
of connections is closely related to the discussion of prototype-based semantics of quantifiers, (see Tiel et
al., 2021).
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(see, e.g., Barwise & Cooper, 1981; Keenan & Stavi, 1986). Consider the following
sentences:

Many good chess players know advanced tactics. (10)

Many good chess players know tactics. (1n

(11) follows from (10). The only difference in the above sentences is that advanced
tactics is replaced by the more inclusive expression tactics. The inference would
remain valid if we replaced any expression A with a more general expression B. This
shows that the validity of the above inference is entirely based on the meaning of
the quantifier many. The property of meaning that guarantees that is called (upward)
monotonicity. In other words, a quantifier is upward monotone if whenever it can be
truthfully applied to a set of objects, it can be truthfully applied to its supersets.

Another variant of monotonicity is called downward monotonicity. Consider the
following sentences:

Few beginning chess players know tactics. (12)

Few beginning chess players know advanced tactics. (13)

Sentence (13) follows from (12) and the only difference is that factics is substituted
by a more specific term advanced tactics. The inference would be valid if we replaced
any expression B with a more specific expression A. We call a quantifier monotone if
it is either upward or downward monotone.

We attribute monotonicity to meanings of words in our model. The justification of
this is that a pragmatic meaning represents only the fragment of the overall meaning—
the one that is most contextually and linguistically salient. For example, even though
most can be truthfully used in situations where all objects possesses a given property,
it then might make more sense to use all instead.

To pinpoint the notion of monotonicity in our model, let f be a word in language L.
We say that [ f1% is monotone if it is upward closed with respect to < (i.e.,if ¢ € [f]*
and ¢ < ¢’ then ¢’ € [f1%) or downward closed with respect to < (if ¢’ € [f]* and
q <q'theng € [f1").

In mathematical logic, quantity terms are studied in the field of generalized quan-
tifier theory (GQT). The (universal) properties of quantifiers, such as monotonicity,
are central to that study. It is then natural to ask: what is the place of our notions of
monotonicty and convexity within GQT? We answer this question below. The reader
who would rather skip the theoretical analysis and move on to the experimental part
is invited to jump directly to Sect.S5.

4.4 Monotonicity and Convexity in GQT

Generalized quantifier theory (GQT, Lindstrom 1966, Mostowski 1957, see also Peter
& Westerstahl, 2006 for an overview) is dedicated to a mathematical study of quanti-
fiers, with a special focus on their semantics. The purpose of this section is to clarify
what properties of generalized quantifiers are in the scope of this paper, bringing our
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work closer to the classical analysis of quantity expressions offered by mathematical
logic.

In GQT, the meaning of a quantifier expression, such as ‘Some’, ‘All’, ‘At least
five’, or ‘An even number of’, is often taken to be a class of (finite) models which
satisfy that quantifier.) Below we will restrict our attention to finite models of type
(1), i.e., finite models of the form M = (U, A), where U is the universe (e.g., the
domain of dots), and A C U corresponds to the scope (e.g., the predicate ‘black’).®
A quantifier can then be viewed as a characteristic function over the class of finite
models—each finite model either belongs to the quantifier or it does not.

Definition 1 A quantifier Q of type (1) is a class of models of type (1). If M =
(U, A) € Q, we will also write Q7(A).

Note that our present study (and also GQT in general) is about an isolated class of
expressions that concern only quantities. They disregard possible non-quantitative
features, like the spatial arrangement of objects, or their proper names. In other words,
quantifier expressions are fopic-neutral. The logical value of a quantifier expression in
a finite model depends then solely on the sizes of the relevant subsets. This condition
is mathematically expressed as closure under isomorphism, ISOM.

Definition 2 [ISOM] A quantifier Q of type (1) satisfies ISOM iff for any two models
M and M, with their respective universes U and U, and any A; € Uy and A, C Uy,
we have that if card (A1) = card(Ay) and card(Uy — A1) = card(Uy — A3), then
Om (A1) & Om,(A2).

Given ISOM, any model of type (1) relevant for the interpretation of a quantifier expres-
sion can be reduced to a pair of numbers (k, n), such that card(U — A) = k and
card(A) = n.

Definition 3 Let Q be an ISOM type (1) quantifier. The quanti-relation Q € N x N
corresponding to the quantifier Q is defined in the following way: for any k, m € N,
Q(k, m) if and only if there is a model M = (U, A), such that card(U — A) = k,
card(A) = m, and Qp(A).”

This allows representing the space of relevant finite models as the so-called number
triangle (van Benthem, 1986), where each model M = (U, A), up to isomorphism, is
identified with a pair of numbers (k, ), such that card(U) = k+n and card(A) = n,
see the left-hand side of Fig. 6. In the triangle the n-th row enumerates all possible
finite models of size n, again, up to isomorphism. A quantifier (via its quanti-relation)
can then be represented geometrically as a shape in this space—the right-hand side of

5 Note the similarity to our empirical notion of meaning, defined to be a set of stimuli that have positive
association with the expression.

6 Inthe applications of GQT to natural language the prevalent approach is to interpret quantifier expressions
as quantifiers of type (1, 1), requiring models to be of the form M = (U, A, B), where A is the set of dots,
and B is the set of, e.g., black objects. Our observations can easily be extended to that domain, by restricting
the domain of (1, 1) quantifiers to the special subclass: the so-called CE quantifiers, which lends itself easily
to a similar analysis (Peters & Westerstahl, 2006).

7 Note that for clarity we use sans-serif font to denote the quanti-relation Q corresponding to the quantifier Q.
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(0,0) —
(1,00 (0,1) - +
(2,00 (1,1) (0,2) - + +
(3,00 (2,1) (1,2) (0,3) - + + +
(4,00 (3,1 (22) (1,3) (04) - + + + +

Fig.6 The number triangle and the representation of ‘At least 1’

Fig.7 A fragment of the number (1,1) (0,2)
triangle showing the relevant

directions of monotonicity
(2.1) (1.2) (0.3)

(2,2) (1,3)

Fig. 6 shows the quantifier ‘At least 1°, with the models satisfying the quantifier marked
with a ‘“+’. ‘At least 1’ includes all the finite models, where the second parameter is
equal to, or larger than 1, i.e., A # 0.

The number triangle can be seen as a simple precursor for a conceptual space for
numerosities. Its ever growing base accounts for the growing variety of the possible
distributions of elements over the parts of the model, as the overall number of elements
increases. The immediate neighbours of a finite model are those obtained by increasing
or decreasing the parameters by one.

The six directions specified by arrows in the Fig.7 can be seen as six kinds of
monotonicity. In classical GQT we distinguish two kinds of monotonicity in the right
argument (the horizontal direction in Fig.7), and four kinds of monotonicy in the left
argument (the diagonals in Fig. 7).

The most familiar kind of monotonicity is monotonicity in the right argument, i.e.,
closure under horizontal steps.

(=) if Q(k,n) and k £ 0,then Q(k — 1, n + 1)
(<) if Q(k,n) andn # 0,then Q(k + 1,n — 1)

Note that these are not the ‘easiest’ steps to take—they require a simultaneous expan-
sion of one of the constituents and reduction of the other one. They do, however, have
anatural interpretation: if a model is fixed (and so is its size), this kind of monotonicity
tells us that the truth of a quantifier expression is preserved under taking subsets or
supersets. If the sentence ‘At least one car is speeding’ is true in the model, then the
sentence ‘At least one car is moving’ is also true in that model, as the set of mov-
ing objects is a superset of the set of speeding objects. The properties (—) and (<)
correspond to upward right-monotonicity (MON1) and downward right-monotonicity
(MoON|,), respectively.

The other kinds of monotonicity, coded by the diagonal transitions in the number
triangle, are obtained by altering one of the parameters while leaving the other one
unchanged.
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Fig.8 ‘Exactly 1’ and ‘Between 1 and 3’

Fig.9 R- CONT and CONT

(\) if Q(k, n) then Q(k, n + 1)
() if Q(k, n) then Q(k + 1, n)
() if Q(k,n) and k # 0, then Q(k — 1, n)
(\) if Q(k,n) and n # 0, then Q(k,n — 1)

Some combinations of these properties have natural interpretations. For instance, the
property of upward left-monotonicity, 1 MON (so-called persistence), combines two
south-pointing arrows (/") and (). Any quantifier of the form ‘At least n’ (see Fig.7)
is persistent—once the threshold of n elements is met, adding an element to any part of
the model will not make the quantifier false. Another important property of quantifiers,
symmetry, is a combination of (") and ( '); as a special case of symmetric quantifiers
we want to distinguish the expression ‘Exactly n’, which will be our candidate for exact
counting term, see Fig. 8, left-hand side.

Finally, smoothness is the combination of () and (). Note that smoothness is
very ‘contagious’: it spreads vertically and horizontally, entailing the property (— ).
The quantifier ‘Atleast half’ is smooth, while the quantifier ‘At most half” is co-smooth,
i.e., it is its reverse—the combination of () and (/).

Letus try to approach the concept of convexity in a similar way. A good starting point
is continuity, which, as with monotonicity, can be interpreted horizontally (relative to
a given model) or vertically (with respect to a growing universe).

Definition 4 [R- CONT] A type (1) quantifier Q is right-continuous if and only if
Om (A1), Om(A3),and A| € Ay C As, implies Q p(A2).

In words, right-continuity means that if two models of the same cardinality satisfy a

quantifier, then the models that are located between the two in the number triangle also

satisfy the quantifier. In terms of quanti-relations: let Q(n1, k1), Q(n2, kp), n1 + k1 =

ny + ko = £, then Q(n, k) for n + k = ¢ such that min(ky, ky) < k < max(ky, kp).
A more general notion of continuity accounts for both arguments.
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min(ny, na) Jman(ky, ka)

N

mazx(ky, k)

(9 i ’ . \
7”‘“(”1s”2)\\ fffffffff min(ny + ki, na + ka)
,

fffffffffffffff max(ny + ki,n2 + ko)

Fig. 10 Parameters in Definition 5 (of CONT)

Definition 5 [CONT] Let Q be an ISOM quantifier of type (1), and let Q be its quanti-
relation. Q is continuous if Q(n1, k1) and Q(ny, k2) implies that Q(n, k) for n, k such
that:

1. min(ny + ki,ny + k) <n+k <max(ni +ki,nr + kp);
2. min(ny, ny) <n <max(ny, ny);
3. min(ky, ky) < k < max(ky, kz).8

This condition says that the quantifier is true in all models belonging to the quadrangle
spanning between any two models making the quantifier true, see Fig. 10. Intuitively,
CONT could be a good candidate for an adequate notion of convexity, which assumes
the distances and in-betweenness of this conceptual space.

With these notions in mind, let us now consider the expressions and properties
that we study in our experiments in the two different conditions, the numeric and the
quotient stimuli.

Numeric Stimuli

Since numeric stimuli concern only the number of one kind of elements, the corre-
sponding quantifiers only depend on the set A, and not on the set U — A. Quantifiers
of this kind satisfy the property called extension, EXT, sometimes also referred to as
domain-independence.

Definition 6 [EXT] A quantifier Q of type (1) satisfies EXT iff for any two models
M and M> with their respective universes Uy and U, if A C U; and A C Uj, then

Om (A) < Om,(A).

This means that, assuming ISOM, the numeric expressions will correspond to quanti-
relations satisfying () and ("), so-called symmetric quantifiers. The exact counting
is then expressed by ‘Exactly n’, see left-hand side of Fig. 8.

A numeric expression will be called monotonically increasing if its quanti-relation
satisfies (—), and so the quantifier is MON %. The conditions of symmetry and MON*
together give us (a subclass of) persistent quantifiers. An example of such a quantifier
is ‘At least 1°, see Fig. 6. Symmetric numerical quantifiers that are also MON|, (their
quanti-relation satisfying (<)), such as ‘At most 1’, coincide with the so-called co-
persistent quantifiers. To sum up, the quantifiers underlying the semantics of numeric
expressions in our experiments are EXT and SYMM.

In line with our definitions in Sects. 4.2 and 4.3, the meaning of a numerical expres-
sion is monotone, if it is MON 1 or MON|,. We will call it convex if it is R- CONT.

8 For an illustration of the meaning of these parameters see Fig. 10.
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Fig. 11 ‘Exactly half’ and ‘At least half’

It requires little effort to realize that SYMM and R- CONT together imply CONT. Note
that right-monotonicity together with SYMM implies CONT, but there are CONT quanti-
fiers that are not right-monotone, for instance Between I and 3, see Fig. 8 on the right.
Interestingly, they can be recovered as intersections (conjunctions) of a monotonically
increasing and a monotonically decreasing numerical quantifier.

Quotient Stimuli

The quantifiers adequately describing quotient stimuli are still ISOM, but are not EXT,
since their truth value depends on both card (A) and card (U — A). First, let us propose
a definition of an exact quotient quantifier, with an example, ‘Exactly half’, depicted
in Fig. 11 (left).

Definition 7 A quantifier Q is quotient-exact if there are two non-negative integers p

and g # 0, such that for any model M = (U, A), Qu(A) iff gl = 2.

The exact recognition of proportions gives a very fragmented picture. Such quanti-
fiers are only true in some models at levels with universes divisible by the denominator
of a given reduced fraction. Unlike the exact numerical quantifiers, the quotient-exact
ones are not SYMM and they are not CONT. The question is then how to formally treat
their monotonicty. In our experiment, quotient expressions are deemed monotonically
increasing if their truth-value extends to larger proportions, like in the case of the
Rescher quantifier ‘At least half’. This corresponds to the condition of smoothness:
() and (\) together,9 For the monotonically decreasing quotient-sensitive quanti-
fiers like ‘At most half’, we would require co-smoothness.

There is an alternative, perhaps more natural, way to approach monotonicity of
proportional quantifiers. Let us start by introducing the concept of quotient-sensitivity,
which requires that the quantifier has the same truth-value in models that enjoy the
same proportion of elements.

Definition 8 A quantifier Q is quotient-sensitive if and only if for any two mod-

els My = (Uj, Ay) and My = (Ua, A), if gg;ggg;; = ;‘g;dgf,g then Qu, (Ay) iff
QMZ(AZ)'

The proofs of the following two propositions can be found in the Appendix.

Proposition 1 Let Q be a quantifier of type (1). If Q is quotient-sensitive, then Q is
Isom.

9 Note that unlike in the case of numerical quantifiers, extending the quotient-exact to the right, (— ), will
not give us quantifiers like Az least half since it will miss the levels of the number triangle where the total
number of elements is odd.
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Fig.12 ‘At least half”’ is not _
CONT

Fig. 13 ‘Between one third and
a half’: an intersection of the - -
smooth quantifier ‘At least one — + —
third” and the co-smooth

quantifier ‘At most half’

Proposition 2 Ler Q be a quotient-sensitive quantifier of type (1). Q is MON% iff O
is smooth.

For the quotient-based stimuli, we restrict to a subclass of ISOM, which we call quotient-
sensitive quantifiers. All quotient-exact quantifiers are obviously quotient-sensitive.
They correspond to expressions like ‘Exactly half’. To talk about proportional mono-
tone quantifiers, we simply impose the condition MON1, which the quotient-sensitive
class gives us the desired semantics of expressions like ‘At least half’. ‘At most half’
and can be obtained by requiring MON .

Finally, let us focus on convexity for quotient expressions. First note that quotient-
sensitive monotone quantifiers are R- CONT, but do not satisfy the more general
condition of CONT—a counterexample is given in Fig. 12.

In our experiments for quotient stimuli, we take convexity to mean that if an expres-
sion is true in two models with different proportions of elements, then it is also true in
all the models with proportions in-between those two. This corresponds to expressions
of the kind ‘Between one-third and a half’ (see Fig. 13). They coincide with intersec-
tions (conjunctions) of a MON1 and MON|, quotient-sensitive quantifiers. The result
is R- CONT, but not CONT.

The notion of R- CONT concerns only the right argument of the quanti-relations.
The question now is if it can adequately describe convexity of expressions whose truth-
value clearly depends also on the other argument. Note that our restriction to quotient-
sensitive expressions ‘flattens’ the number triangle space into a linearly ordered set of
rational numbers (see Fig. 14). Under this interpretation the one-dimensional R- CONT
seems justified.

To conclude, the expressions emerging in numerical stimuli experiments are those
with the semantics corresponding to EXT and SYMM type (1) quantifiers. Among
those: monotone are MON1 or MON|, (they coincide with persistent and anti-persistent,
respectively), and the convex ones are R- CONT (such also happen to be CONT). The
expressions emerging in quotient stimuli experiments coincide with quotient-sensitive
quantifiers. Among them the monotone ones satisfy MON1 or MON|, (which we prove
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(0,0)

1 1 5
0 3 2 6 1
Fig. 14 Projection of the number triangle pairs on the number line. Each line that starts from (0, 0) and
goes through a pair (k, n) has the property that it intersects every other pair (k’, n’) that yields the same

H,

proportion (i.e. T

s ﬁ = ), and determines the point on the number line that can be labelled with the
” H n
reduced fraction s

to be equivalent to smoothness and co-smoothness), and the convex ones are R- CONT,
but not CONT. This defines the scope of our simulation experiments in the context of
generalized quantifier theory.

5 Experiments

In our experiments, a numeric-based stimulus is sampled from the uniform discrete
probability distribution ¢/{1, 20}; a quotient-based stimulus is obtained by first sam-
pling a denominator k ~ U{1, 20} and then a non-greater numerator n ~ U{1, k}.

Since R,,, Ry are Gaussian distributions, we could, in principle, compute the prob-
ability density function of R,/ based on known analytical expressions (see, e.g.,
Hinkley, 1969; Pham-Gia et al., 2006). In practice, we resort to an empirical approxi-
mation of R, /k.lo

The code for experiments and data visualization is written in Python and Mathemat-
ica. Experiments are based on parameters mentioned earlier in the text. A simulation
consists of 30 trials. Within a trial, 10 agents evolve languages across 3000 steps. At
each step, agents are paired randomly to play a guessing game. There are separate
simulations for numeric-based and quotient-based stimuli, as well as for the condition
where agents are equipped with the ANS and one where they are not. This gives us
a total of 4 experimental conditions. First, we show that the model defined in Sect.3
is valid, i.e., that it provides a solution to the language coordination problem in the
domain of quantities. Next, we check the extent to which convexity and monotonicity
are represented in languages emerging across the different conditions.

10 We first draw two equally-sized samples (n,‘)f:1 and (k[)f:1 from R, and Ry, respectively. Then
we derive a density histogram based on ratios (%)f_l. Finally, we obtain a desired approximation by
Ji=

interpolating the resulting histogram.
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5.1 Model Validity

We use three types of metrics to evaluate validity: discriminative success, commu-
nicative success, and number of active terms in the lexicon. Similar measures have
been used in previous studies (Steels & Belpaeme, 2005; Pauw & Hilferty, 2012).
Discriminative and communicative success are usual accuracy metrics (James et al.,
2013).

The cumulative discriminative success of a population A for the last n games is
defined as:

1
miaeADS(n)’}, (14)

CDS(n)j =
where DS(n)‘; is defined in (6), as before we use n = 50.

The measure of communicative success, C S, reflects the percentage of successful
linguistic interactions in a population. The requirement is that at some point C'S will
get to 50% and stay above that threshold later on.!! Formally, let cs? = 1 if the j-th
guessing game of an agent a is successful. Otherwise, let cs;? = 0. The definitions of
cumulative communicative success CS(n);f of an agent a, and of cumulative commu-

nicative success CC S (n);‘ of a population A, at game j for the last n guessing games

are defined in the same way as DS (n)‘]l. and CDS (n)‘j‘.‘, respectively (replace DS with
CS and ds with cs).

Finally, we also track the number of active words in the lexicon. We call a word
f € Lactiveif [f ]IL, # (). The active lexicon of an agent is the set of her active words.
It represents the actually used fragment of the entire language of an agent.

We present validity metrics only for the ANS condition (Fig. 15). All metrics attain
higher levels for the condition without ANS. This should not be surprising—turning
ANS off leads to more precise number perception and the evolution of more fine-
grained terminologies.

We observe that (in the condition with ANS) the discriminative success attains
levels mostly above 80%. This shows that agents successfully discriminate the topic
from the rest of the context in the vast majority of discrimination games. The com-
municative success varies between 60% and 90%, with an average between 70% and
80%, which is strictly above the minimal usability success rate of 50%. This shows
that the evolving languages are communicatively useful, allowing the interlocutors
to successfully communicate about the topic in the majority of guessing games. The
languages evolving for numeric-based stimuli have lexicons with 6 active terms on
average. The active lexicons for quotient-based stimuli have mean size 4 (see also
Figs. 17, 19).

The results support the conclusion that the model defined in Sect.3 solves the
language coordination problem for the domain of quantities. It then may serve as a
hypothetical mechanistic theory explaining the transition from the stage of having no
quantity terminology to the stage in which such a terminology exists. This allows us to

' Note that CS will never be greater than DS since successful communication requires successful dis-
crimination.
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Fig. 15 ANS condition: 100 — 10
cumulative discriminative -
success (red), communicative 80
success (green), and mean size
of active lexicon (blue, scale on
the right) for numeric-based
(top) and quotient-based stimuli
(bottom). Each red/green line 40
corresponds to a single trial.
(Color figure online)
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turn our attention to assess the influence of coordination and ANS on the emergence
of convexity and monotonicity.

5.2 Coordination, ANS and Semantic Universals

We analyse the levels of convexity and monotonicity for languages evolving under
four experimental conditions depending on the perceptual system of agents (precise
or ANS) and on the type of provided stimuli (numeric or quotient).

The convexity of a language for a single agent is calculated as the number of active
words that have convex pragmatic meanings, divided by the size of the active lexicon.
The population-level convexity is the average convexity of languages of all agents in
the population.

Figure 16 shows the results. We observe that convexity appears naturally with high
frequency in all conditions but also that ANS representation facilitates convexity to a
larger extent than the precise representation. The convexity of pragmatic meanings is
clearly visible in Fig. 17, where each vertical section represents the active lexicon at a
given step. All emerging terminologies are convex—at step 3000 there are no words
that contain ‘holes’ in the depicted quantity intervals.

The monotonicity of a language for a single agent is calculated as the number of
monotone meanings corresponding to words from the active lexicon, divided by the
size of the active lexicon. The population-level monotonicity is given by the average
monotonicity of languages of all agents in the population. The plots in Fig. 18 represent
population-level monotonicity for all 30 trials.
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Fig. 16 Population-level convexity in all four experimental conditions. The y-axes represent percentage
scales. Plots on the left track population-level convexity separately for each trial (out of 30). Plots on the
right show population-level convexity averaged across trials. Plots on the top and on the bottom correspond
to the experimental conditions with numeric-based and quotient-based stimuli, respectively
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Fig. 17 Active lexicon for numeric-based (top) and quotient-based stimuli in the ANS condition for agent
4 (compare with the same agent in Fig. 19)
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In this case, there is no doubt that ANS contributes significantly to the emergence
of monotonicity in language. The difference in monotonicity levels between numeric-
based and quotient-based condition is most likely due to the fact that ANS allows for
more fine-grained categorization of the number line 1, 2, .. ., 20 than the quotient line
between 0 and 1.

6 Discussion and Conclusions

We presented an agent-based model for the cultural (multi-agent) evolution of quantity
expressions (quantifiers), based on the existing guessing-game approach to simulate
the emergence of colour expressions (Steels & Belpaeme, 2005). Simulations result
in communicatively usable quantity expressions, proving that the model solves the
language coordination problem for the domain of quantities and corroborates the
robustness of the original model.

Our view of language can be described as liberal, dynamic, and pluralistic. Inter-
estingly, it still relates to the classical discussion in GQT. The use of the classical
number triangle representation of quantifiers adds to the existing discussion in three
ways. Firstly, we propose that a conceptual space for numerosities could draw inspi-
ration from the number triangle itself, as the latter allows for representing both the
distribution of elements in the model, and its (growing) size along two different dimen-
sions. Secondly, we give a new account of convexity through considering and formally
defining the property of quantifier continuity. Thirdly, we introduce the new notion
of quotient-sensitive quantifiers that contributes to GQT in general. We show how
quotient-sensitivity allows a simple view of the regularities of such quantifiers and
how various notions of monotonicity contribute to that picture.

To make the connection precise, we showed what kind of generalized quantifiers
of type (1) correspond to our quantity expressions. We tied the numerical expressions
to the properties of EXT and SYMM, and the quotient expressions to the newly pro-
posed quotient-sensitivity. Further, our notions of monotonicity corresponds to MON%
and MON|, and convexity corresponds to continuity in the right argument, R- CONT.
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Fig. 19 Active lexicons of all agents from a selected trial at the last step of the simulation for quotient-based
stimuli

Clarifying the correspondence with previously known abstract universal properties of
generalized quantifiers allows recognizing how a simple coordination procedure may
result in evolving a logically rich language.

One of the objectives of this paper (Question 1) was to see whether certain quantity
universals, namely convexity and monotonicity, emerge from the horizontal dynamics
of coordination, as implemented in the Steels and Belpaeme language coordination
model (Steels & Belpaeme, 2005). What we found is that monotonicity indeed takes
off but does not dominate the emergent quantity terminologies. On the other hand,
convexity prevails in all conditions. This suggests that the main source of convexity
comes from the language coordination model and its dynamics rather than from the
details of agents’ perceptual system or from the type of stimuli. This is intriguing,
as the model itself does not rule out non-convexity (unlike the convexity operator in
Pauw and Hilferty, 2012), and it even makes room for it because categories can be
formed from distant reactive units or the same word can be linked to distant categories.
Anyway, we can conclude that through language coordination, the theory of conceptual
spaces gains an additional support from the language evolution perspective.

What sets our approach apart from the original model by Steels et al. (where agents’
perception was attuned to colors) is the perception module. One of its parametrizations
is based on a well-known psychophysical model of number perception, the so-called
approximate number sense (ANS), which assumes that the imprecision of number
estimates grows proportionally to the magnitude of the stimulus. Interestingly, lan-
guages evolving among agents using only approximate number sense still allow for
successful communication. This observation aligns with the idea that ANS can play
an important role in the semantics of quantity terms, as some studies have already
suggested before (Gordon, 2004).

To get a better understanding of the resulting quantity terminologies, let us take
another look at Fig. 17 and compare it to Fig. 19.

Each colour represents a different word, whose semantics spans over a range of
stimuli (the y-axes). In Fig. 17, we see active words appearing and disappearing with
time. We can also observe that after the initial variation, the terminologies start to
regularize structurally, following the ANS-based perception—there are several words
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with restrictive fine-grained meaning, for small quantities; for larger ones the words
have broader meanings. Figure 19 illustrates the fact that even though the languages
of individual agents differ among each other, a satisfactory level of communication is
still possible to achieve. This also shows how, in principle, the semantics of quantity
expressions can evolve in the absence of precise counting mechanisms.'?

Our second main objective was to test whether the perceptual constraints of the
approximate number sense make the coordinated languages more monotone or more
convex (Question 2). We used the precise number sense in the alternative condition—an
assumption that prevails in existing explanations of universals.!* By evolving lan-
guages separately under these two conditions, we have found that ANS facilitates
both properties, but the positive effect is especially evident in the case of monotonic-
ity.

We can speculate about the causes of the above effect. Here, we mention a few
such factors acting at the lower layers of the model and propagating in a bottom-up
fashion all the way up to agents’ languages. Starting from perception, the bounded-
ness of a linearly ordered scale of numerosities makes certain ANS-based reactive
units—especially those closer to the upper boundary—*‘overspill’ outside the scale
(see, e.g., Fig.2). At the level of the discrimination game, the more relaxed, vague
characteristics of categories likely allow an easier upward or downward merge with
other categories. Since the meaning of a term includes all stimuli that yield positive
responses of categories associated with that term, it is natural to expect that many
terms would become monotone by virtue of the above-mentioned effects.

The relationship between ANS and convexity is much less clear. As already pointed
out, it seems that the high base-levels of convexity stem from other layers of the model.
However, convexity is not completely immune to precision. We have observed that
ANS facilitates convexity to a larger extent than precise number perception, leading,
for the most part, to fully convex terminologies. We can hypothesize that if one is
attached to the intuition that cognitive concepts should be convex in the appropriate
conceptual space, it is more plausible to assume vague meanings of words.

To relate this work to other studies, it is instructive to realize what are the kinds of
pressures that shape languages in our experiments. Clearly, there is a discriminative
pressure towards fine-grained categorizations. This pressure is exerted at the level
of the discrimination game. There is also a communicative pressure towards mutual
comprehensibility, exerted at the level of the guessing game.

One might also argue that some form of simplicity bias is present in the model. For
example, one of the hyperparameters (6) suppresses the expansion of the repertoire
of categories of each agent whose current discrimination success is sufficiently high.
Also, individual languages do not become unnecessarily complex as associations are
only added or strengthened (§;,.) as needed, while useless associations fade away
(8inn» 8dec)- There seems to be no other built-in pressures towards simplicity in the
model. While the matter may be worthy of deeper analysis, the abovementioned sim-
plicity biases are rather weak when compared to strong forms of built-in complexity

12 A cursory comparison with the semantics of the Munduruku quantity terminology (Fig. 2 in Pica et
al., 2004) naturally evolved within a community that lacks linguistic means for precise counting, reveals
striking similarities.

13 The work by Pauw and Hilferty (2012) is an exception but it assumes convexity rather than explains it.
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minimization used in other studies, be it description length or (approximate) Kol-
mogorov complexity (Carcassi et al., 2019; Steinert-Threlkeld, 2019; van de Pol et al.,
2023). In our model, agents do not monitor the complexity of categories or meanings
of words—they rather build them piece-by-piece, indifferent to their complexity.

To conclude, our experiments show that mere language coordination mechanisms
lead to (predominantly) convex quantity terminologies. Moreover, our natural percep-
tual tendencies, as captured by the ANS, lead to more monotone and almost entirely
convex languages if only discriminative and communicative pressures are at play—
with the reservation that simplicity could be an additional factor resulting from the
discrimination and coordination mechanics. However, it would be surprising, but also
illuminating, if simple mechanics of the discrimination game and the guessing game
significantly restricted the complexity of categories and language and, thus, served as
the mechanistic explanation of the simplicity bias.

Other open questions concern understanding which parts of the coordination model
are responsible for high levels of convexity in the evolved quantity terminologies (see
Fig. 16). This perhaps could be best argued for by alternating various subroutines of
the coordination algorithm. Additionally, the behaviour of the model can be tested
across different semantic domains. For example, it has not been examined whether
colour terminologies from Steels and Belpaeme’s original study (Steels & Belpaeme,
2005) are convex, though we hypothesise that this should be the case, at least to some
significant degree.

Another set of questions is related to the perception of agents for quotient stimuli.
We have tentatively used the most compelling model of ratio perception vaguely sug-
gested in the literature (O’ Grady & Xu, 2020). While sufficient for the purposes of the
present study (one of which was to examine how presence or absence of approximate
quantity estimation affects some characteristics of emergent languages), the model is
worth investigating on its own, including confrontation with real data and comparison
with other candidate models.

Yet another question is related to the view that, technically, ANS is a combination
of vagueness (which can be formalized by assuming a larger standard deviation in Eq.
(1), say o = 1 constant across stimuli) and Weber’s law. Since our analysis juxtaposes
ANS against precise number perception (no vagueness and no Weber’s law), we cannot
derive any firm conclusions regarding the relative contribution of these two factors to
semantic universals. However, we would like to put forth a conjecture that links this
relative contribution to the size of the scale of numbers on which agents coordinate their
languages. For small scales, vagueness will outperform ANS in terms of monotonicity,
because for initial numbers ANS is quite precise and therefore monotonicity of the
system of categories will be small (assuming that categories are mostly unimodal). On
the other hand, for pure vagueness, monotonicity can be higher because even stimuli
in the middle of the scale can generate categories with nonzero responses for stimuli
from the ends of the scale. The situation changes, however, if we consider wider
scales. Now, Weber’s law makes a difference because categories on the right side of
the scale tend to over-spill to the right. The wider the scale, the greater the overspill
of categories based on ANS (and their monotonicity). On the contrary, driven by the
discriminative and communicative pressure, pure vagueness might lead to a more fine-
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grained categorization and less monotone languages. Preliminary experiments seem
to align with this conjecture but further work is needed to arrive at clear conclusions.

Supplementary information

The code used to perform simuations and produce some of the plots can be found here:
https://github.com/juszjusz/coordinating-quantifiers.
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Appendix A Proofs from Sect. 4.4

Proposition 3 Let Q be a quantifier of type (1). If Q is quotient-sensitive, then Q is
Isom.

Proof Let us take a type (1) quantifier Q and assume it is quotient-sensitive. Let us
now take two models M; = (Uj, A1) and My = (U, A2), such that card(A;) =
card(Az) = p and card(U; — Ay) = card(Uy — Ay) = q. Then card(A)

card(Uy)
A .
% = q and so, by quotient-sensitivity, Ou, (A1) < Qu,(A2). Hence, O is
SOM. O

Proposition 4 Let Q be a quotient-sensitive quantifier of type (1). Q is MON? iff O
is smooth.

Proof (=) Take a type (1) quotient-sensitive quantifier Q and assume it is MON®.
Let Q be the quanti-relation of Q. First observe that, since Q is quotient-sensitive, we
have that (%) 1f Q(k n) then Q(Pk pn) for any positive integer p. This follows from

the fact that 2~ o +n =5 (k +n) pk +1m
We need to show that:

() if Q(k, n) and k # 0, then Q(k — 1, n)
(\) if Q(k, n) then Q(k,n + 1)

For (/) assume that Q(k, n) with k # 0. Then, from (x) we get that Q((k +n —
Dk, (k +n — 1)n), which can be rewritten into Q(k*> + nk — k, n> 4+ nk — n). Since
Q is MON1, i.e., Q is (—), we have that Q2 + nk — k — n, n® + nk) (by ‘moving’
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n elements from the first to the second argument). Now, since

n? +kn B (k+n)n _ n
(k2 +nk —k —n)+m2+nk)  (k+nk+n—-1 n+k—-1

by the fact that Q is quotient sensitive, and k # 0, we get that Q(k — 1, n).
An analogous argument can be constructed for (\).
(<) Take a type (1) quotient-sensitive quantifier Q and assume it is smooth. Let
Q be the quanti-relation of Q. Assume that Q(k, n). Then, by smoothness, we know
that Q is ("), and so Q(k — 1, n). Applying smoothness again, (), we get that
Q(k — 1, n + 1). We conclude that Q is (—), and so Q is MON1.
O
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