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Abstract—Currently, various types of access-points (APs) and 

hosts can be used in IEEE802.11n/ac wireless local-area 

networks (WLANs). Previously, we have studied the holding AP 

assignment algorithm to find an optimal assignment of the 

holding APs into the network field. Here, the 11n link 

throughput is obtained by using simple equations, and the 11ac 

link throughput is obtained by multiplying it with a constant 

value larger than 1, assuming the former link is faster than the 

latter one. Unfortunately, our experiments found that the 11ac 

link throughput is more quickly decreased as the link distance 

increases than the 11n. Thus, our algorithm may produce 

incorrect solutions in some cases. In this paper, we adopt the 

throughput estimation model for the 11ac/n link as the accurate 

estimation method in the holding AP assignment algorithm, and 

confirm the effectiveness of improving the total throughput 

performance through simulations in three instances using the 

WIMNET simulator. 

Index Terms—Wireless local-area network, holding access-

point, assignment algorithm, throughput estimation, 

IEEE802.11ac 

I. INTRODUCTION

Recently, various access-point (AP) devices are 

available providing higher performances and advanced 

functions in wireless local-area networks (WLANs), as 

the rapid developments of the technologies for device 

manufacturing, wireless communications, and supporting 

software. Some AP devices implement faster 

communication protocols and adopt multiple-input-

multiple-output (MIMO) with more antennas. 

Besides, the variation of client hosts in WLANs has 

been increased as new mobile devices such as 

smartphones and tablets have appeared. Traditionally, 

laptop Personal Computers (PCs) have been mainly used 

as client hosts. These hosts support different protocols 

and have the different number of antennas for MIMO. 

Currently, IEEE802.11n and 11ac protocols have been 

practically used in WLANs, which allow the use of 

MIMO antennas to increase the communication capacity 

by realizing plural streams between the source node and 

the destination node [1]-[6]. 
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Basically, the highest communication speed of a 

wireless link between an AP and a host can be confined 

by the lower specification of either device of the link. For 

example, when the AP supports IEEE802.11ac with three 

antennas and the host does IEEE802.11n with one 

antenna, they can communicate with the lower 

specification of 11n with one antenna. In this case, the 

lower-spec AP supporting 11n with one antenna can be 

assigned there to provide the same speed, while the 

higher-spec AP supporting 11ac with three antennas 

should be assigned at other places where hosts supporting 

11ac should be connected. 

As a result, the proper assignment in the network field 

of the holding APs of an organization becomes the 

important task in designing high-performance WLANs, 

so that the wireless links between APs and hosts can 

perform with the highest specifications as best as possible. 

Therefore, we have proposed the holding AP assignment 

algorithm to find an optimal assignment of the holding 

APs into the network field [7]. 

In IEEE802.11 WLAN, a limited number of frequency 

channels are available. For example, in Japan, 13 

channels can be used for 2.4 GHz bands, and 19 channels 

can be for 5 GHz bands, when 20 MHz band is allocated 

for one channel. The frequency spectrum of one channel 

is actually partially overlapped with the neighboring four 

or five channels, because the difference between the 

adjacent channels is only 5 MHz. Then, the channel is 

often called the partially overlapping channel (POC). As 

a result, the proper channel assignment to each assigned 

AP is also important to improve the performance of the 

WLAN by reducing the interference between the APs. 

Thus, our algorithm finds the channel assignment 

together, assuming that only one channel can be used for 

any AP for simplicity [8]. 

In the previous algorithm, we adopt a simple 

throughput estimation method. Here, the 11n link 

throughput is obtained by using simple equations. Then, 

the 11ac link throughput is obtained by multiplying the 

11n link throughput with a constant value larger than 1, 

assuming the former link is faster than the latter one. 

However, our throughput measurement experiments for 

11ac and 11n links found that the 11ac link throughput is 

81

Journal of Communications Vol. 15, No. 1, January 2020

©2020 Journal of Communications



more quickly dropped as the distance between them 

increases than the 11n one [9]-[12]. Actually, when the 

distance exceeds 45m, the throughput of the 11ac link 

will be lower than that of the 11n link. Thus, our 

algorithm using this incorrect throughput estimation may 

produce incorrect solutions in some cases. 

In this paper, we adopt the throughput estimation 

model for the 11ac link and the 11n link in [9] in the 

holding AP assignment algorithm. We evaluate the 

effects in throughput performances through simulations 

using the WIMNET simulator. 

Advantages of this throughput estimation model are as 

follows: 1) it is possible to describe differences in 

throughput characteristics coming from the difference of 

the frequency, 2) it is possible to consider influences of 

obstacles such as walls along the transmission path, and 

3) it is possible to express differences of adopted devices

and protocols by parameters of the model.

Some related studies discussing the difference of the 

frequency in the wireless communication have been 

reported in literature. In [13], Lu et al. proposed an AP 

placement method for the passenger car with high speed 

transmissions using a millimeter wave system. The 

transmission characteristic of the millimeter wave 

communication is different from 2.4GHz or 5GHz 

wireless networks because of the great degradation of the 

path loss. In [14], Hashim et al. proposed a new path loss 

model for wireless sensor networks using ZigBee. 

The rest of this paper is organized as follows: Section 

II reviews the holding AP assignment algorithm for 

WLAN. Section III presents the correction of the 

throughput estimation model for 11ac link. Section IV 

shows simulation results for evaluations. Section V 

provides concluding remarks with future works. 

II. REVIEW OF HOLDING AP ASSIGNMENT ALGORITHM

In this section, we review the holding AP assignment 

algorithm in our previous study. 

A. Background

An organization usually holds various types of AP

devices that may offer different performances. A 

commercial AP device supporting 11ac with four 

antennas may realize the throughput up to 1.3 Gbps. On 

the other hand, a soft AP using a low-performance 

computer supporting 11g with one antenna may realize 

the throughput only up to 54 Mbps. There is a large 

difference in the throughput performance among them.  

However, to use this high speed communication of 

11ac with four antennas, the client host must also support 

the protocol and the same or more antennas. If the host 

only supports 11g, the AP also communicates with this 

host using 11g as the backward compatibility in IEEE 

802.11 devices. Thus, the holding AP devices should be 

properly allocated in the network field to improve the 

performance of WLAN. For example, the holding AP that 

can offer the high performance should be assigned to the 

place in the network field.  

In our study, we introduce types to describe the 

difference of the combination of the protocol and the 

number of antennas in a device. Each type is associated 

with the maximum communication speed. A larger type 

indicates the combination that offers the higher maximum 

speed. To allow the backward compatibility, the 

maximum speed is determined by the smaller type of the 

devices between the source and destination nodes in a 

link. 

B. Algorithm Formulation

The holding AP assignment algorithm is defined as

followings: 

 Inputs:

 𝐻𝑎𝑘: the number of holding APs with type

𝑘,

 𝐻ℎ𝑘: the number of hosts with type 𝑘 in the

field,

 𝐿𝑎𝑖: the i-th AP location,

 𝐿ℎ𝑗: the j-th host location,

 ℎ𝑡𝑗: the type of the j-th host,

 Output:

 𝑎𝑓𝑖 : the assigned type to the i-th AP

location 𝐿𝑎𝑖
 𝐴ℎ𝑗: the connecting AP location of the j-th

host 𝐿ℎ𝑗.

 ℎ𝑓𝑗: the assigned type to the j-th host.

 Constraint:

 The number of assigned APs with type 𝑘
must be equal to or less than 𝐻𝑎𝑘.

 Every host must be connected to one AP

placement.

 Objective: to minimize the cost function 𝐸  in

equation (1).

𝑬 = 𝑨∑ ∑
𝟏

𝒔𝒂𝒊𝒋
𝒋∈𝑨𝑷𝒊𝒊

+ 𝑩𝐦𝐚𝐱
𝒊
[ ∑

𝟏

𝒔𝒂𝒊𝒋
𝒋∈𝑨𝑷𝒊

]  (1) 

where 𝐴 and 𝐵  represent the constant coefficients 

(𝐴 = 5 and 𝐵 = 1 in this paper), 𝐴𝑃𝑖 does the set

of hosts connected to 𝐿𝑎𝑖 , max𝑖[ ]  returns the

maximum value on 𝑖 , 𝑠𝑎𝑖𝑗  does the link speed

between AP 𝐿𝑎𝑖  and host 𝐿ℎ𝑗  that can be

calculated by equation (2): 

𝒔𝒂𝒊𝒋 = {
𝐦𝐚𝐱(𝑺𝒊𝒋

𝒂𝒄, 𝑺𝒊𝒋
𝒏 )  (𝒊, 𝒋 ∈ 𝟏𝟏𝒂𝒄)

𝑺𝒊𝒋
𝒏  (𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆)

 (2) 

where 𝑆𝑖𝑗
𝑎𝑐 represents the link speed between 𝐿𝑎𝑖

and 𝐿ℎ𝑗  by 11ac, and 𝑆𝑖𝑗
𝑛  does the link speed by

11n. The A-term in E represents the total delay 

time and the B-term does the maximum delay 

time of one AP when all the hosts are 

communicating at the same time. 

C. Algorithm Procedure

The two-stage heuristic algorithm that is composed of

the greedy method and the Simulated Annealing (SA) is 

presented for the holding AP assignment problem. 
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1. Initial solution by greedy method: In our

algorithm, first, the initial solution is constructed

by assigning the currently available AP with the

highest performance or type index to the most

congested unassigned AP location in the field.

1) Calculate the standard link speed (𝑠𝑑𝑖𝑗) for

every pair of the AP location and the host,

assuming the standard-type AP and host, by

using the formula in [8] from the layout

information of the network

2) Sort the holding APs in descending order of

the maximum link speed.

3) Calculate the actual link speed (𝑠ℎ𝑖𝑗 ) for

every pair of the AP location and the host

considering their types by:

𝒔𝒉𝒊𝒋 = {
𝐦𝐚𝐱(𝑺𝒊𝒋

𝒂𝒄, 𝑺𝒊𝒋
𝒏 )  (𝒊, 𝒋 ∈ 𝟏𝟏𝒂𝒄)

𝑺𝒊𝒋
𝒏                       (𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆)

 (3) 

4) Select the AP location that provides the

largest maximum link speed in 3) for each

host and associate the host to the

corresponding AP location.

5) Count the number of hosts associated with

each AP location in 4) and sorts the AP

locations in descending order of this number.

6) Assign a holding AP to each AP location

sequentially:

a) Select the first unassigned AP location

in the sorted list.

b) Assign an unassigned AP whose type is

equal to or larger than the type of any

host associated with the selected AP

location.

c) If no such AP exists, assign an

unassigned AP whose type has the

minimum difference from the type of

any host associated with the selected

AP location.

7) Calculate the real link speed 𝑠𝑎𝑖𝑗  for each

pair of an assigned AP and a host by

equation (2).

8) Calculate the cost function 𝐸 in equation (1).

9) Save the solution as the best solution 𝑆𝑏𝑒𝑠𝑡
and the cost 𝐸 as the best cost 𝐸𝑏𝑒𝑠𝑡.

2. Solution improvement by SA: Next, the initial

solution is iteratively improved by SA, where the

following parameters are used:

 𝐿𝑚𝑎𝑥 : the local minimum convergence

parameter (𝐿𝑚𝑎𝑥 = 10,000 in the paper)

 𝑅𝑁 : the number of iterations ( 𝑅𝑁 =
8,000,000)

 𝑇𝑝 : the SA temperature (𝑇𝑝 = 0.00013).

1) Initialize the iteration counter 𝐼𝑐𝑛𝑡  and the

local minimum counter 𝐿𝑐𝑛𝑡 by 0.

2) Generate a neighbor solution from the

current one.

a) If 𝐿𝑐𝑛𝑡 < 𝐿𝑚𝑎𝑥 , change the associated

AP of a host by:

i. Randomly select one host that

can be associated with two or

more APs.

ii. Randomly select one AP that is

not currently associated but can

be newly associated with the

host.

b) Otherwise, swap the assigned APs

between two AP locations by:

i. Randomly select one AP

location.

ii. Randomly select another AP

location that is assigned an AP

with the different type.

iii. Swap the assigned APs 

between the two AP locations. 

3) Calculate the cost function 𝐸𝑛𝑒𝑤  
for this

neighbor solution and the increase of the

cost function ∆𝐸 = 𝐸𝑛𝑒𝑤 − 𝐸  if the new

solution is accepted.

4) If ∆𝐸 < 0 or rand1< exp (−
∆𝐸

𝑇𝑝
), accept the

neighbor solution as the new solution, where

rand1 returns a 0-1 random number.

Otherwise, discard it.

5) If 𝐸𝑛𝑒𝑤 < 𝐸𝑏𝑒𝑠𝑡 , update 𝑆𝑏𝑒𝑠𝑡  and 𝐸𝑏𝑒𝑠𝑡 .

Otherwise, increment 𝐿𝑐𝑛𝑡 by 1.

6) If 𝐼𝑐𝑛𝑡 = 𝑅𝑁, output 𝑆𝑏𝑒𝑠𝑡  and terminate the

algorithm. Otherwise, increment 𝐼𝑐𝑛𝑡  by 1

and go to 2).

D. Channel Assignment

Channel assignment algorithm is applied to the

network for which AP placement has been determined in 

[7]. 

III. APPLICATION OF THROUGHPUT ESTIMATION MODEL 

IN HOLDING AP ASSIGNMENT ALGORITHM 

In this section, we present the application of the 

throughput estimation model for the 11ac/n link in the 

holding AP assignment algorithm. 

A. Previous Throughput Estimation Method

In the previous study, we adopted the third-order liner

function of the link distance in [8], to estimate the 

throughput 𝑠𝑑𝑖𝑗  of the 11n link between 𝐴𝑃𝑖  and 𝐻𝑜𝑠𝑡𝑗
using one antenna: 

𝒔𝒅𝒊𝒋 =

{
 
 
 
 

 
 
 
 

−𝟎.𝟎𝟎𝟐𝟐𝒅𝒊𝒋
𝟑 + 𝟎.𝟏𝟖𝟓𝟑𝒅𝒊𝒋

𝟐 − 𝟓.𝟑𝟑𝟒𝟖𝒅𝒊𝒋 + 𝟏𝟏𝟕. 𝟒𝟑 

      (𝟎 ≤ 𝒅𝒊𝒋 < 𝟒𝟎)

−𝟎. 𝟎𝟎𝟎𝟎𝟔𝒅𝒊𝒋
𝟑 + 𝟎. 𝟎𝟎𝟗𝟓𝒅𝒊𝒋

𝟐 − 𝟏. 𝟕𝟑𝟐𝒅𝒊𝒋 + 𝟏𝟏𝟕. 𝟏𝟕

                                                                     (𝟒𝟎 ≤ 𝒅𝒊𝒋 < 𝟕𝟓)

𝟎. 𝟎𝟎𝟎𝟒𝟑𝟖𝒅𝒊𝒋
𝟑 − 𝟎. 𝟏𝟎𝟗𝟓𝟓𝒅𝒊𝒋

𝟐 + 𝟖. 𝟒𝟕𝟕𝟏𝟓𝟔𝒅𝒊𝒋 − 𝟏𝟖𝟗. 𝟒𝟖

           (𝟕𝟓 ≤ 𝒅𝒊𝒋 < 𝟏𝟎𝟎)

𝟎  (𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆)

(4) 

where 𝑑𝑖𝑗  represents the distance between 𝐴𝑃𝑖 and 𝐻𝑜𝑠𝑡𝑗.

Then, the estimated throughput 𝑠𝑑𝑖𝑗  is used as the

standard link speed to estimate the speed of a link 

between an AP and a host of arbitrary types by the 

following equation: 
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𝒔𝒂𝒊𝒋 = 𝒔𝒅𝒊𝒋
𝐦𝐢𝐧 (𝒎𝒂𝒕𝒊

,𝒎𝒉𝒕𝒋)

𝒎𝒌

 (5) 

where 𝑠𝑑𝑖𝑗 represents the standard link speed between the

AP at 𝐿𝑎𝑖  and the host at 𝐿ℎ𝑗 , 𝑚𝑎𝑡𝑖
 and 𝑚ℎ𝑡𝑗

 do the

maximum link speed of the assigned AP type at 𝐿𝑎𝑖 and

of the assigned host type at  𝐿ℎ𝑗 , and 𝑚𝑘  does the

maximum link speed of the standard type (11n in this 

paper). 

B. Throughput Estimation Method

In this paper, we adopt the throughput estimation 
model in [9]-[10] in the holding AP assignment algorithm 

for both 11ac and 11n links. The model has been 

developed to accurately estimate the throughput of a 

wireless communication link between an AP and a host in 

WLAN from the network field information.  

The model has two steps. In the first step, it estimates 

the RSS at the host using the log-distance path loss model 

[15], which considers the distance and the obstacles 

between the AP and the host. In the second step, it 

converts the RSS to the throughput using the sigmoid 

function. 

C. Signal Strength Estimation

    The  RSS  at a host from an AP is  calculated by the 

log-distance path loss model: 

𝑷𝒅 = 𝑷𝟏 − 𝟏𝟎𝜶 𝐥𝐨𝐠𝟏𝟎 𝒅 −∑𝒏𝒌𝑾𝒌

𝒌

  (6) 

where 𝑃𝑑  represents the RSS (dBm) at the host, 𝛼 does

the path loss exponent factor,  𝑑 does the distance (m) to 

the host from the AP, 𝑃1 does the RSS (dBm) at the host

at the 1 m distance from the AP when no obstacle exists 

between them, 𝑛𝑘  does the number of type 𝑘  obstacles

along the path between the AP and the host, and 𝑊𝑘 does

the signal attenuation factor (dBm) for the type 𝑘 

obstacle. 𝑃1 , 𝛼, and 𝑊𝑘  are parameters to be tuned. To

consider the multipath effect, the indirect path is also 

considered by selecting a diffraction point for each 

AP/host pair and select the larger RSS between the direct 

and indirect signals for sigmoid function. It is noted that 

𝛼 can be replaced by 𝛼𝑖𝑛𝑐 (enhanced path loss exponent

factor) for 𝑑 ≥ 𝑑𝑡ℎ𝑟  (distance threshold) to improve the

estimation accuracy [16]. 

D. Throughput Conversion

Then, the estimated RSS is converted to the throughput

or the data transmission speed using the sigmoid function: 

𝑺 =
𝒂

𝟏 + 𝒆
−(
(𝟏𝟐𝟎+𝑷𝒅)−𝒃

𝒄
)

 (7) 

where 𝑆  represents the estimated throughput (Mbps) 

when the RSS (dBm) at the host is 𝑃𝑑 . 𝑎, 𝑏, and 𝑐  are

parameters to be tuned. Table I shows the parameter for 

11ac and 11n using in this paper. 

E. Model Parameters

The two functions in the throughput estimation model

have several parameters whose values affect the 

throughput estimation accuracy critically. Thus, their 

values are optimized by applying the parameter 

optimization tool in [11]. Table I shows the obtained 

parameter values of the model for the 11ac link [9] and 

for the 11n link [11]. 

TABLE I: MODEL PARAMETER VALUE 

Parameter 11ac 11n 

𝑃1 -34.5 -20.0 

𝛼 2.2 2.85 

𝛼𝑖𝑛𝑐 0.8 0.0 

𝑑𝑡ℎ𝑟 45.0 0.0 

𝑎 442.0 205.0 

𝑏 51.0 49.0 

𝑐 7.0 4.8 

Fig. 1 illustrates the throughput results for 11ac and 

11n by the measurements and the new model. 

Fig. 1. Throughput result as link distance. 

F. Application to Holding AP Assignment Algorithm

The throughput estimation model for the 11ac link and

the 11n link is used in equation (2) and equation (3) in the 

holding AP assignment algorithm. 

IV. EVALUATIONS BY SIMULATIONS

In this section, we evaluate the effectiveness of the use 

of the throughput estimation model for the 11ac/n link in 

the holding AP assignment algorithm through simulations 

using the WIMNET simulator [17]. 

A. Simple Topology Instance

TABLE II: TYPES AND THROUGHPUT RESULT IN SIMPLE INSTANCES 

Distance 

(m) 

New Previous 

type throughput 
(Mbps) 

type throughput 
(Mbps) 

10 ac 371.57 ac 371.57 

20 ac 300.80 ac 300.80 

30 ac 251.85 ac 251.85 
40 ac 209.10 ac 209.10 

50 n 128.53 ac 22.58 

60 n 105.39 ac 16.50 
70 n 85.80 ac 12.58 

80 n 68.61 ac 9.92 

A pair of an 11ac AP and an 11ac host are prepared for 

this simple topology. The distance between the AP and 

the host are changed from 10 m to 80 m with the 10 m 

interval. Table II shows the obtained link protocol type 

and the simulated throughputs by applying the proposed 

algorithm and the previous algorithm. 
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By the proposed algorithm, the link type is changed 

from 11ac to 11n after 50 m, because the link speed for 

11ac becomes smaller than the link speed for 11n when 

the link distance is over the 45 m in the new throughput 

estimation model. As a result, the decrease of the 

throughput becomes smaller as the link distance increases 

than the previous model, which is more similar to 

measured results. 

B. Random Topology Instances

Three instances in Table III are considered in the

simulations. A square plain field with 150m × 100 m is 

used, where six AP locations are selected at the field 

boundary assuming the wall with the same interval. The 

number of hosts is varied among the instances, where 

their locations are distributed randomly over the network 

field. Table III shows the adopted types of the APs and 

the hosts and their numbers. 

TABLE III: TYPES AND NUMBERS OF HOLDING APS AND HOSTS IN 

INSTANCES 

Instance AP: type (number) Host: type (number) 

1 11ac(3), 11n(3) 11ac(10), 11n(10) 
2 11ac(3), 11n(3) 11ac(20), 11n(10) 

3 11ac(3), 11n(3) 11ac(30), 11n(10) 

Figures 2-4 illustrates the obtained network topology 

results by the algorithm for the three random topology 

instances. In each figure, (a) does the result when the 

previous 11ac link parameters, and (b) does the result 

when the new parameters are used for the comparison. 

The gray circle represents the 11ac AP, the white circle 

does the 11n AP, the gray square dose the 11ac host, and 

the white square does the 11n host. The straight line 

represents the 11ac link, and the dot line does the 11n 

link.  

In any instance, the protocol of some hosts with long 

distances from the associated APs is changed from 11ac 

to 11n. For example, in Fig. 1, the third host from the left 

boundary at the bottom side of the field changes the 

protocol from 11ac to 11n by associated with a different 

AP. This new AP only supports 11n. 

Table IV shows the total throughput results for three 

instances that are obtained by using the WIMNET 

simulator. It is noted that the WIMNET simulator uses 

the throughput estimation model for the 11ac link and the 

11n link, because they are correctly reflecting the 

measured throughput results. 

TABLE IV: THROUGHPUT RESULT 

Instance New Previous 

1 364.20 320.25 

2 377.55 249.91 
3 328.44 220.02 

Table IV indicates that the correction of the model 

parameters improves the throughput by 1.1-1.5 times 

from the comparison. With the new parameter values, the 

11ac link speed becomes smaller than the 11n link speed 

when the distance between the AP and the host exceeds 

45 m. Thus, 11n is used for such links including the links 

in Fig. 2-Fig. 4 instead of 11ac. 

(a) Previous

(b) New 

Fig. 2. Algorithm result for instance 1. 

(a) previous 

(b) new 

Fig. 3. Algorithm result for instance 2. 

(a) previous 
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(b) new 

Fig. 4. Algorithm result for instance 3. 

C. Large Field Topology Instances

Four instances are considered for simulating large field

instances. Here, a square plain field with 300 m × 150 m 

is used, and eight AP locations are selected at the field 

boundary assuming the wall with the same interval. The 

number of hosts is varied among the instances, where 

their locations are distributed randomly over the network 

field. Table V shows the adopted types of the APs and the 

hosts and their numbers. 

TABLE V: TYPES AND NUMBERS OF HOLDING APS AND HOSTS IN 

INSTANCES 

Instance AP: type (number) Host: type (number) 

4 11ac(8) 11ac(50), 11n(10) 

5 11ac(8) 11ac(60), 11n(10) 

6 11ac(8) 11ac(70), 11n(10) 

7 11ac(8) 11ac(80), 11n(10) 

(a) Previous

(b) New 

Fig. 5. Algorithm result for instance 7. 

TABLE VI: THROUGHPUT RESULT 

Instance New Previous 

4 414.67 371.58 

5 347.71 289.49 

6 363.62 353.66 
7 427.97 360.06 

Fig. 5 shows the algorithm result for instance 7 where 

the host that is more than 45 m away from the AP is 

assigned to 11n. Table VI shows the throughput result, 

where the throughput is improved by using the new 

throughput estimation model from the previous one. 

V. CONCLUSIONS

In this paper, we adopted the two-step throughput 

estimation model for the 11ac/n link in the holding AP 

assignment algorithm, and confirmed the effectiveness in 

improving the total throughput performance through 

simulations in three instances using the WIMNET 

simulator. In future works, we will evaluate the algorithm 

adopting the throughput estimation model through 

simulations and testbed experiments in various network 

fields. 
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