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Abstract: One of the greatest challenges of our time is monitoring the rapid environmental changes
taking place worldwide at both local and global scales. This requires easy-to-use and
ready-to-implement tools and services to monitor and quantify aspects of bio- and geodiversity
change and the impact of land use intensification using freely available and global remotely sensed
data, and to derive remotely sensed indicators. Currently, there are no services for quantifying
both raster- and vector-based indicators in a “compact tool”. Therefore, the main innovation of
ESIS/Imalys is having a remote sensing (RS) tool that allows for RS data processing, data man-
agement, and continuous and discrete quantification and derivation of RS indicators in one tool.
With the ESIS/Imalys project (Ecosystem Integrity Remote Sensing—Modelling and Service Tool),
we try to present environmental indicators on a clearly defined and reproducible basis. The Imalys
software library generates the RS indicators and remote sensing products defined for ESIS. This paper
provides an overview of the functionality of the Imalys software library. An overview of the technical
background of the implementation of the Imalys library, data formats and the user interfaces is given.
Examples of RS-based indicators derived using the Imalys tool at pixel level and at zone level (vector
level) are presented. Furthermore, the advantages and disadvantages of the Imalys tool are discussed
in detail in order to better assess the value of Imalys for users and developers. The applicability of the
indicators will be demonstrated through three ecological applications, namely: (1) monitoring land-
scape diversity, (2) monitoring landscape structure and landscape fragmentation, and (3) monitoring
land use intensity and its impact on ecosystem functions. Despite the integration of large amounts
of data, Imalys can run on any PC, as the processing and derivation of indicators has been greatly
optimised. The Imalys source code is freely available and is hosted and maintained under an open
source license. Complete documentation of all methods, functions and derived indicators can be
found in the freely available Imalys manual. The user-friendliness of Imalys, despite the integration
of a large amount of RS data, makes it another important tool for ecological research, modelling and
application for the monitoring and derivation of ecosystem indicators from local to global scale.
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1. Introduction

Climate change, land use intensity, biological invasions and loss of bio- and geodiver-
sity are causing to rapid environmental changes around the world, ranging from having
local- to global-scale impact [1]. There is therefore an urgent need for operational moni-
toring and surveillance tools that take into account aspects of changing biodiversity [2],
geodiversity [3–5] and, in particular, to monitor status and effects of land use intensifica-
tion [6]. Landscapes and their processes and changes are complex, and the influence of
drivers is multidimensional. Therefore, complex multidimensional approaches such as the
monitoring concept of ecosystem integrity are needed to better understand the causes and
effects on the state and the changes in ecosystem properties [7,8].

The monitoring concept of ecosystem integrity has been the basis of numerous re-
search networks for some time, such as the “Long-term environmental monitoring in-
frastructures in Europe” (eLTER, [9]), the “Modular Observation Solutions of Earth Sys-
tems” (MOSES, [10]) or the Policy European Strategy Forum on Research Infrastructures
(ENVRI) [11]. Ecosystem integrity refers to the completeness and balance of ecological
systems, where ecosystems are able to maintain their characteristic levels of bio- and geodi-
versity, structures and functions over time. It encompasses the health and functionality of
ecosystems, including the interactions and processes within them that allow for the mainte-
nance of bio- and geodiversity, resilience to disturbances and the provision of ecosystem
services that support life, including human life [12]. Key aspects of ecosystem integrity
include continuous monitoring of bio- and geodiversity, ecosystem structures, functions
and processes and their interactions and changes, and resilience. The ecosystem integrity
approach therefore forms the basis of the Ecosystem Integrity Remote Sensing—Modelling
and Service Tool—ESIS/Imalys package presented here.

In recent decades, remote sensing (RS) has opened up new and increasingly better
opportunities for continuous and objective ecosystem monitoring to detect the status of and
changes in their interactions with phylogenetic/genese, structure, taxonomy and function in
vegetation diversity [13,14]; geodiversity [3,15]; geomorphodiversity [4,16]; and landscape
intensification and urbanisation [17–19] from local to global scale. Recent technological
advances in spaceborne RS such as the Hyperspectral Environmental Mapping and Analysis
Program (EnMap, [20]), the DLR Earth Sensing Imaging Spectrometer (DESIS, [21]) or the
GEDI Ecosystem LiDAR [22]), as well as future planned missions such as NASA’s Surface
Biology and Geology (SBG) (https://sbg.jpl.nasa.gov/ (accessed on 1 January 2024), [23]),
are largely available free of charge to enable deeper process understanding and accurate
estimates of ecological variables.

The pixel reflections in an optical RS image are integral and the result of numerous
complex interactions between the light (atmosphere) and the traits of the monitored land
and water surface [3,24]. The basis of the spectral trait approach is the spectral variation
hypothesis (SVH) approach [25], which assumes that the pixel-to-pixel variability of spec-
tral response in a remotely sensed image is determined by a number of factors, such as
the diversity of biochemical–structural characteristics of leaf and canopy traits, functional
vegetation traits and their responses through interactions with topography, geodiversity,
geomorphodiversity, environmental heterogeneity and land use intensity [25]. As these
traits are related to species diversity, spectral texture variations, for example, can be quan-
tified as indicators of plant species diversity [26,27]. Therefore, regions of high spectral
heterogeneity in a remotely sensed image may also be regions of high species diversity and
ecological heterogeneity, with a range of available ecological niches [25,28]. Thus, traits and
their changes (trait variation) are closely linked to structural and functional traits across an
ecosystem [29]. Furthermore, traits are proxies and indicators for vegetation vitality [30]
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and pressures such as land use intensity and urbanisation [18]. The approach also has the
potential to make other connections in the study and management of social–ecological
systems [31].

RS technologies can only capture traits and trait variations and their interactions on
the land cover and the water surface, so RS and the trait and trait variation approach are
crucial for the ESIS/Imalys tool.

In order to use RS data and data products in ecological modelling, it is necessary
to derive RS-based indicators. Based on RS data, there are currently two approaches to
quantify of structural, taxonomic and functional indicators, namely: (i) the discrete remote
sensing approach (patch matrix mosaic (PMM) model approach, derivation of landscape
metrics) [32], the best known tool for which is Fragstats [33], and (ii) the continuous RS
approach (gradient model (GM) approach, derivation of surface metrics) [34]. Currently,
there is no tool or service for hybrid (raster and vector) quantification of structural, taxo-
nomic or functional indicators based on a PMM and GM approach in a simple compact tool
package. Although Google Earth Engine allows for the hybrid quantification of indicators,
this requires extensive programming on the part of the user. Furthermore, there is currently
no GUI implemented in Google Earth Engine that would greatly facilitate the derivation
of indicators.

However, for a better understanding of ecosystem processes, the two quantitative
approaches for deriving RS indicators, GMM and PM, need to be combined to balance
the disadvantages of one approach with the advantages of the other [32]. Therefore,
the main innovation of the ESIS/Imalys tool is to create an RS tool that allows for RS data
processing, data management, and continuous and discrete quantification of RS indicators
in one tool. With the ESIS project (Ecosystem Integrity Remote Sensing—Modelling and
Service Tool) we try to put environmental indicators on a clearly defined and reproducible
basis. The Imalys software library generates the RS indicators and remote sensing products
defined for ESIS.

Therefore, the objectives of this paper are as follows:

(I) Presentation of the RS tool—ESIS/Imalys.
(II) To present the RS indicators that can be derived based on the Imalys library.
(III) Discuss the advantages and disadvantages of the new tool.
(IV) Demonstrate the applicability of the RS-based indicators by means of several ecologi-

cal applications.
(V) Provide an overview of the technical background of the implementation of the Imalys

library, data formats and possible graphical user interfaces.

2. The ESIS/Imalys Tool for Integrated Landscape Analysis with RS Data
2.1. The Aims of ESIS/Imalys Tool

The main innovation of the ESIS/Imalys tool is the creation of an RS tool that allows
for RS data processing, data management and, importantly, the parallel quantification of
continuous and discrete RS indicators in a single tool. Thus, indicators can be derived si-
multaneously based on continuous RS indicators (Figure 1a) and, through the segmentation
process, discrete zones and zone indicators comparable to the GEOBIO approach [35,36]
can be derived simultaneously (Figure 1b). Furthermore, by combining spatial, temporal
and spectral RS features, different indicators can be quantified to derive a qualitative and
quantitative characterisation of phylogenetic and geogenic traits (Figure 1c,d); structural
(Figure 1e), taxonomic (Figure 1f), functional (Figure 1g) and temporal traits (Figure 1h);
as well as patterns of vegetation and geodiversity.
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Figure 1. Quantitative recording of remote sensing-based indicators at (a) the pixel level and (b) the
zonal vector level for quantifying plant and geo-trait diversity; (c,d) phylogenetic plant and geogenese
of geodiversity; (e) structural, (f) functional, (g) taxonomic, and (h) temporal trait patterns and their
temporal changes.

A summary of the basic functional blocks is given in Figure A1 and Table A1 in the
Appendix B. The ESIS software library Imalys contains tools to derive traits from publicly
available RS data and/or data products. An appropriate procedure has been implemented
for several RS-based characteristics. The tool has a modular structure, i.e., all methods and
functions can be combined in a modular way. The ESIS/Imalys tool is open to any kind of
RS data source as well as to new procedures and methods to be implemented by the user.

2.2. Technological Foundations of the ESIS/Imalys Tool

The combined ecosystem integrity, trait, and RS approach builds on initial develop-
ments of the software library “Imalys” [37–40]. Imalys is a software tool with a collection
of functions and methods that can be used in a modular way for the complete analysis and
derivation of remotely sensed indicators. Imalys is written in the Free Pascal programming
language on Linux. Programme developers need the Free Pascal Component Library and
the Free Pascal Runtime Library. The source code is available under an Open Source
license (GPL). The Imalys source code is open source and is hosted and maintained in the
Helmholtz Codebase. There is also complete documentation of all methods, functions and
derived indicators described in the openly available Imalys manual. All indicators derived
in Imalys are available in raster and/or vector format. The spectral RS-based features of
ESIS are defined characteristics of a landscape and its terrestrial and aquatic surface. They
are visualised using the QGIS front-end.

Imalys is composed of different blocks. Figure A1 (Appendix B) provide an overview
and description of all current tools in the Imalys workflow (see also the Imalys documenta-
tion [40]). Imalys provides processes for the import and export of raster and vector data.
About 50 raster and 20 vector formats can be read and written. The procedures can be used
for all airborne and spaceborne RS sensors (RGB (red green blue), CIR (colour infrared),
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HSP (hyperspectral), MSP (multispectral), TIR (thermal infrared), RADAR (radio detection
and ranging) and as data products with any spatial resolution from cm to km.

2.3. ESIS/Imalys Tool and Processing Overview

Most of the methods and analyses implemented in ESIS/Imalys are also available in
commercial software such as ERDAS, ENVI, ArcGIS or QGIS. The key to this new tool is that
all the necessary commands and parameters are bundled and made available in a modular
process and tool that contains all the sub-steps necessary for the continuous and discrete
derivation of RS indicators in one package. The tool solves this requirement by combining
a “process list” with names and parameters of all necessary steps from data extraction to
the final product and a “variable list” with varying input parameters. Imalys automatically
repeats the processes for each set of variables transferred. All input and output products are
compatible with each other, so the user can easily modify or add to a given process chain.
Figure 2 gives a brief overview of the main blocks of implemented processes, methods and
different indicators (VIII-1—VIII-4) that can be used by the user with the help of the Imalys
library (see also Figure A1 (Appendix B) and Table A1 (Appendix B)).

• Figure 2 (I) Data import and processing: The process selects spatially and temporally
suitable RS data from any collection of provider archives (e.g., Google Earth Engine),
checks the image quality within the given frame, extracts the selected bands from the
archives, calibrates the raw data for TOA reflectance, reprojects all sections if necessary,
combines sections from different tiles of the provider, generates a short time series
and forms a data product with the most frequent values for each pixel for the selected
period (see also Figure A1 (Appendix B) and Table A1 (Appendix B)).

• Figure 2 (II) Statistical reduction of RS data: Here, the user can find methods for the
statistical reduction of large RS datasets such as Mean, Median, Principal and Replace
Image Bands (see also Figure A1 (Appendix B) and Table A1 (Appendix B)).

• Figure 2 (III) Management: The user can use RS data management methods such as
Stack, Merge and Organise RS data (see also Figure A1 (Appendix B) and Table A1
(Appendix B)).

• Figure 2 (VI–VII) Pixels, zones, classes, objects: The creation of pixels, the segmentation
of zones and the extraction of classes and objects are described in detail in Sections 2.3
and 3.5 (see also Figure A1 (Appendix B) and Table A1 (Appendix B)).

• Figure 2 (VIII-1) Indicators by kernel process: This part is the pixel area of Imalys
where grid-based indicators—which are Normal, Inverse, Deviation, Roughness (Rao’s
Q index), Entropy, Diversity, Proportion, Relation, Diffusion, Values, Lowpass and
Laplace—are calculated using the kernel method. Some examples of kernel-based
indicators are described in Section 3.3 (see also Figure A1 (Appendix B) and Table A1
(Appendix B)).

• Figure 2 (VIII-2) Indicators by zone: Deriving zonal indicators by Dendrites and Cell
Size. Some examples of indicators by zones are described in Section 3.4 (see also
Figure A1 (Appendix B) and Table A1 (Appendix B)).

• Figure 2 (VIII-3) Raster indicators for zones: All indicators generated on the basis of
the kernel process can be quantified here for each zone. The indicators are Normal,
Inverse, Deviation, Roughness (Rao’s Q index), Entropy, Diversity, Proportion, Rela-
tion, Diffusion, Values, Lowpass and Laplace. Section 3.4 describes some examples
of kernel-based indicators derived for zones (see also Figure A1 (Appendix B) and
Table A1 (Appendix B)).

• Figure 2 (VIII-4) Time series indicators: RS time series indicators are Regression,
Difference, NirV, NDVI, EVI, LAI, Time Series. In addition, time series can also be
generated for time series indicators by zone and time series grid indicators for zones.
Examples of time series indicators can be found in Section 3.2 (see also Figure A1
(Annex) and Table A1 (Annex)).

• Figure 2 (IX) Export: Export of raster data, raster-based indicators, classification results
and objects; zones can be exported and later imported and managed in QGIS or
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another GIS as a vector layer with zone indicators and tables (see also Figure A1
(Appendix B) and Table A1 (Appendix B)).
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indicators.

2.4. Creation of Pixels, Zones, Classes and Objects

In the derivation of zones, classes and objects, which are in different stages within
Imalys, pixels can be considered as “square zones”. Their shape and size are always the
same. Pixels differ in the characteristic and density of spectral traits in the different RS
channels (spectral combinations). Pixels with similar traits are segmented into zones based
on the minimum variance approach. Zones are contiguous areas of arbitrary shape and
size that have broadly similar traits in the image. The spectral characteristics as well as the
shape, size and position of each zone are classified. The classes can be formed automat-
ically (clustering, unsupervised classification) or by training on in situ data (supervised
classification). Classes have the same shape as zones but only have one feature (discrete),
their class ID. Object formation is a self-training pattern filter based on a neural network
approach. The class features in this case are the lengths of the boundaries to the different
classes of neighbouring zones. Objects are contiguous areas of different zones. The zones
in an object form typical spatial patterns of different classes, where the classes themselves
and the length of the boundaries between the different classes are decisive.

2.4.1. Pixels

RS pixels can be thought of as “small square zones”. Their shape and size are always
the same and depend on the spatial resolution of the imported RS data (e.g., aerial photo:
20 cm; Landsat 4–9: 30 m). Thus, pixels only differ to each other in terms of their density,
spatial distribution or trait variations within the different RS channels. The “Pixel” module
in Imalys provides tools to reduce image stacks using statistical methods, such as median
or variance, to create time series and derive trends, or to construct spectral indicators such
as the near-infrared vegetation index (NirV). The second part of the Pixel module consists
of tools to collect information about the local pixel environment using a user-defined kernel.
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Kernels can enhance image contrast, such as a Laplace transformation, or extract local
patterns based on Rao’s diversity [41] (see also Section 3.3). A description of all raster-based
indicators implemented in Imalys so far can be found in Figure A1 (Appendix B) and
Table A1 (Appendix B).

2.4.2. Zones

Neighbouring pixels with similar traits such as reflectance, texture, moisture, chloro-
phyll or water content or others are divided up into contiguous polygons (or zones). Imalys
uses the variance of neighbouring pixels to separate the zones. The algorithm determines
the boundaries between the zones in such a way that the variance of the pixels within the
zones is minimised. In contrast to approaches based on gradient descent or a watershed
(e.g., eCognition), the variance was found to be comparatively robust to noise and to
random fluctuations in the image data. Narrow or dendritic shapes such as watercourses
or roads are mapped coherently, even without clear boundaries. A user-defined threshold
controls the average size of the zones with the size of the zones depending on the number
of pixels per zone and on their spectral heterogeneity. Thus, large zones are more homoge-
neous, while small zones are more heterogeneous. The zones contain not only properties
derived from the mean values of the raster indicators but also properties based on morpho-
logical indicators such as shape, size, entropy, diversity or dendrites (see Table A1, zonal
indicators, Appendix B). Figure 3 shows zones for the Leipzig region, delineated as regions
with the smallest possible deviation within the zones compared.
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2.4.3. Classes

Spectral traits as well as the shape, size and location of individual zones can be aggre-
gated or classified into classes. Pixels can be classified by an unsupervised classification
process (self-calibrating pattern detectors, without training, clustering method) or by train-
ing on in situ data (supervised classification) (see Figure 2). Zones can be classified as
pixels. All pixels within a zone are assigned to the same class. Unlike pixels, zones can
also use shape and size features of the zones for classification. Classes are raster data that
have the same shape as zones, but they are assigned only one discrete feature, their class.
The number of classes can be selected in Imalys. The Classes module provides additional
tools for using training patterns from in situ data, comparing classification results with
predefined GIS maps and tracking outliers in space and time.

2.4.4. Objects

Imalys also offers the possibility to combine different zones into larger “Objects” (see
Figure 2). Objects are the result of a further classification using only the length of the
boundaries between different zones. Object formation is a self-organising pattern filter
based on the neural network approach, which is based on the perceptron principle. Objects
are combinations or patterns of different zones. Object formation in Imalys filters the most
common patterns from the image and returning a pattern definition. The process captures
all boundaries between two pixels and enters the class of zones from each pair of pixels into
a table. Of the many possible combinations between two zone classes, only a few are really
common. Frequent combinations are thus formed into objects (see Figure 2). The process is
designed so there is no limit to the number of zones that can be linked, nor the number
of classes that can form a pattern definition. Objects can consist of only one class. River
courses, for example, have boundaries with many land cover types and are non-specific.
The object “river course” is usually only defined by the river itself.

3. Remote Sensing, Data Processing, Analysis and Management in ESIS/Imalys Tool

Block (1–3) is the pixel area containing methods for extracting, combining and pre-
processing image data from the compressed archives of the providers (see Figure A1
(Appendix B)). The sequence of methods applied and the resulting results within Imalys
can be used by the user in a modular way. The RS data can be cropped or merged,
the coordinate system can be changed, and the pixel size can be adjusted. In addition,
raw RS data can be calibrated to reflectance or other defined values such as radiation or
heat. Internally, all images are stored in ENVI format, which allows for Imalys to meet
the requirements of the European Space Agency (ESA). All descriptions of the methods,
functions and statistical formulae from Block 1 can be found in Table A1 (Appendix B).
In order to derive raster-based indicators, Imalys allows for new channel combinations
to be generated from the raw RS data through pixel-based processes. Imalys contains
three groups of routines, namely, “raster-based indices”, “time series analysis” and the
application of “kernel methods”. These are used to modify the RS pixels, combine them
with each other and derive indicators.

3.1. Grid-Based Indicators

Raster-based indices are derived by combining of different spectral channels (e.g.,
frequencies, spectral band information, etc.) from an RS dataset, to derive new properties,
such as a vegetation index (near-infrared vegetation index (NIRv) or the leaf area index
(LAI) (see Figure A1 (Appendix B) and Table A1 (Appendix B)). The near-infrared vegeta-
tion index (NIRv) is calculated as the product of near-infrared radiation and the normalised
difference between the red and the near-infrared radiation. The calculation follows the
most common NDVI definition but performs better at mapping areas with sparse veg-
etation [42]. Vegetation indices have been introduced to estimate the proportion of the
landscape covered by vegetation, where the result depends on the photosynthetic activity
of the vegetation in question. Vegetation indices attempt to quantify the photosynthetically
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active radiation (PAR) as a measure of plant metabolism. About 20 different approximations
are described (see also Table A1, Appendix B). Due to the modular concept, a large number
of other raster-based indicators can also be derived from different band combinations.

3.2. Remote Sensing Time Series Indicators

Time series compare the same spectral RS channels from different points in time to
identify outliers, changes or temporal trends. Within Imalys, the three methods, “Variance”,
“Regression” and “Difference”, can be used with the routine “Reduce time series” to search
for and quantify temporal changes, trends or temporal outliers. At mid latitudes, there
are distinct seasonal periods. Seasonal changes in landscapes are often more obvious than
changes over the years. In order to represent typical features of a landscape or to look
for outliers, the season of the photographs should be taken into account in the analysis.
The “median” (see Figure A1 (Appendix B) and Table A1 (Appendix B)) is not applicable
when large natural or anthropogenic changes, such as harvesting, occur. Images from the
same seasons but different years provide images with typical characteristics for the selected
period. The use of filtered time series over longer periods is therefore a goal when applying
the “median”. The images must be free of errors in every single pixel. The space-based
RS missions Landsat 5–9 (1985–date in orbit) or Copernicus (2015–date in orbit) allow for
the use of continuous time series of up to 38 years. The extent and direction of periodic
change in landscapes is a specific feature of many landscape types. Settled areas show
only small periodic changes, while deciduous forests show clear but regular fluctuations.
Arable land, on the other hand, shows an indication of high and irregular changes over the
years, which can be caused by sowing, harvesting and phenology as well as stress events
(drought, windthrow, pesticide use, management). Permanent grassland, in turn, can be
described by its periodicity.

Variance describes how large the change is and thus identifies typical fluctuations,
while the regression describes whether there is a direction of landscape change or whether
this direction cannot be clearly identified. Both methods require at least three different
time periods or states. The variance command determines the variance in individual pixels
based on a standard distribution for all bands of the source. In the case of multiple image
stacks, the Variance method determines the variance for each band individually and returns
the result as a multispectral image of the variances. The result can be further reduced
to a single-band image with the first principal component of all bands using “Principal
Components” (see Figures 4 and A1 (Appendix B) and Table A1 (Appendix B)).

The Regression method, on the other hand, determines whether a value is increasing
or decreasing over time, even if the values fluctuate greatly. For this purpose, the regression
is calculated separately for each channel, as it may be different for each channel. If the
regression is the same for each channel, the image is colourless (black to white: a strong
decrease to a strong increase). The colours show differences in the regression between
channels (see Figure 5). The blue-grey on the croplands shows that the regression has
changed somewhat but in the same direction in all channels. Strong colours show large
differences in the regression between channels (forest). The results are two images (variance
and regression) with 6 channels each, derived from Landsat 5 channels 1–5 and 7. They
show the variance and regression for each channel individually. The variance shows how
much the change was, while the regression shows whether the change had a direction or
was just irregular. The channel combination 5-4-3 is used for both plots as it contains the
most information. The info function in QGIS and the graph are used for display. Such
results can be used as features and then classified.
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Figure 4. The indicator Variance is calculated separately for each channel. In the result, each channel
gives the median of a Landsat 8/9 time series from 2018–2023. The square of the standard deviation
is the variance. In this case, the time variance reaches 0.02 or 45% deviation from the mean of the
NirV index. Landsat 8/9 time series, May to October from 2018 to 2023, Leipzig region, Germany.

3.3. Kernel Processes for Estimating Raster-Based Indicators

Kernel approaches are used to quantify the local environment of each pixel through a
moving window approach for spectral similarities or differences, patterns, heterogeneity,
roughness or contrast changes with respect to its environment. Thus, the kernel processes
assign a new value to each pixel in each spectral band through the moving window
approach. The value is determined from a small window (window size can be selected by
the user) around a central pixel of the window (kernel). In ecology, land surface diversity is
defined as the probability that different traits of bio- and geodiversity can occur in one place.
Spectral diversity or texture has traditionally been used in RS as a measure of ecological
diversity. Indicators for quantifying and inferring landscape diversity from imagery data
are therefore a major focus in the development of the Imalys method. Imalys provides a set
of methods to quantify texture, roughness, entropy, diversity or homogeneity as well as
spatiotemporal changes to the imaged structures. The entropy and roughness methods are
described in more detail below.

Rao’s entropy (diversity) based on classes. The Entropy indicator or Rao’s class diver-
sity captures the number of class differences and class similarities for all pixel combinations
within a given kernel. The number of different class combinations is scaled by the spec-
tral differences between classes. Entropy requires a classification of the images to work.
The easiest way to obtain this classification is to invoke Mapping. Alternatively, Entropy
can use an existing classification. Entropy returns the range of landscape classes within
a given core and ignores small landscape differences represented by the same class, pro-
viding a more abstract level. Rao’s approach is insensitive to the distribution of pixels
within the kernel. A checkerboard distribution of two classes gives the same result as two
homogeneous areas with the same classes (see also Figure A1 (Appendix B) and Table A1
(Appendix B)).
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Figure 5. The indicator Regression is calculated separately for each channel. In the result, each
channel gives the median of a Landsat 8/9 time series from the months May-July from 1984 to 2022.
Regression is used to estimate dependencies between different parameters. In this case, the NirV
index shows a linear increase (orange) or decrease (blue) of up to 0.2% per year. Regression values
may be positive or negative. Medium grey (settlements) indicates values around zero, while dark
colours indicate a decrease and light colours an increase in their spectral range. The homogeneous
colour of agriculture represents high control–high land use intensity. Landsat 4–9 time series, months
May to July from 1984 to 2022, Leipzig region, Germany.

Roughness (Rao’s Q Index) based on pixel analysis. Roughness (Rao’s Q index) or
Rao’s diversity is based on the analysis of pixels. Rao’s Q is the expected difference
in reflectance values between two pixels drawn at random from the set of evaluated
pixels. Similar to the Texture indicator, Rao’s approach evaluates the spectral difference of
individual pixels, but compares not only adjacent pixels, but all pixels within the kernel.
Unlike the classical Texture or Normal indicators, Roughness is insensitive to the spatial
distribution of pixels within the kernel (see also Figure A1 (Appendix B) and Table A1
(Appendix B)). Roughness provides a measure of landscape diversity based on pixel
differences within a given kernel. Similar to Entropy, any distribution of a given set of
pixels will produce the same result [41,43,44] (see Figure 6c and Table A1 (Appendix B)).
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Figure 6. (a) Satellite image, infrared colour composition acquisition: May to October bands 8-4-3,
Sentinel-2, calibrated for TOA reflectance (TOA = top of atmosphere), average of all accepted images
during May, June and July, adjusted for annual contribution, years 2017–2021. (b) Rao’s ß-entropy
(pixel-based). Spectral diversity at pixel level is calculated from class diversity, Rao’s ß-Entropy
reflects the distribution and degree of differences in one a value, sampled for a 5 × 5 pixel kernel,
all accepted images between 2017 and 2021, bands 2-3-4-8, Sentinel-2, values: 0.0–0.38 (blue–red).
(c) Texture (pixel-based), colour equivalent for spectral diversity at pixel level, equalised with nor-
malised Gaussian kernel, 5 × 5 pixels, values reflect local contrast independent of regional features,
values: 0.0–0.38 (blue–red).

3.4. Indicators by Zone and Raster Indicators by Zone

In order to derive different indicators for each zone, factors of geometry and the distri-
bution of zones in its neighbourhood are taken into account. Some characteristics describe
the shape or geometry of individual zones, such as Cellsize (area) or Dendrites (shape),
while others describe the connections with neighbouring zones, such as Relation (density
of neighbours) or Diversity (spectral diversity) (see Figure 7 and Table A1 (Appendix B)).
Dendrites indicates the quotient of the circumference and the size of the individual zones.
Both values increase with larger zones, but the size increases faster. Large zones have
lower values than smaller zones with the same shape (see Figure 7b). Dendrites have been
introduced as a measure of spatial diversity (independent of size). Long and small zones
can be quite large, but their role in landscape diversity is similar to that of small zones.
Small, thin or dendritic zones have high values, while large compact zones have the lowest
values. Diversity or spectral diversity is calculated as the mean principal component of all
spectral differences between all pixels in a single zone. This includes all pixel boundaries
to neighbouring zones as well as all pixel boundaries within the zone. Differences are
calculated from the averages of zones, not individual pixels. Diversity has been introduced
for size-dependent spectral diversity. The principal component enhances the contrast of
each band. High values indicate small zones and high spectral differences. Small or narrow
zones embedded in large zones are highlighted (see Figure 7c). Relation is calculated
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as the ratio between the perimeter of the zone and the number of neighbouring zones.
Relation is introduced as an indicator of spatial diversity. Large zones and small zones
with few neighbours will have high values, while small zones with many neighbours will
have higher values. Similar to Dendrites, Relation gives information about the shape and
connection of the zones. Zones with many connections could act as corridors for animals
and increase diversity (see Figure 7d).
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Figure 7. (a) Segmentation to create zones, land cover boundaries (borders in black) extracted
from all accepted imagery during 2017–2021, regions with homogeneous pixel colour are called
Cellsize, about 25.000 polygons in the whole image, May to October, bands 2-3-4-8, Sentinel-2 (10 m).
(b) Dendrites—zone indicator, colour equivalent for the quotient of the perimeter and the size of
individual cells, values: 0.05–1 (blue–red). (c) Spectral Diversity (cell property) colour equivalent for
the principal component of all spectral differences to all neighbouring cells, values: 0.0–3.1 (blue–red).
(d) Relation, colour equivalent for the quotient of the cell perimeter and the number of neighbouring
cells, values: 0.12–68 (blue–red). For a more detailed explanation of the indicators see Table A1 in the
Appendix B.

In addition to the vector-based indicators of the zones, raster-based indicators can
also be derived for each individual zone. Thus, by averaging in Imalys, all raster-based
indicators such as the Variance, Regression or raster information determined by kernel
processes can be determined for each zone. Using features, additional image data can be
applied as new attributes to existing zones.

3.5. Classification Approach

Ordering image data into clusters: Imalys implements a self-learning classifier to
group spectral, spatial and temporal dependent features into classes. In the simplest cases,
the template is an image, and the spectral features of the individual image pixels are sorted
into clusters. The number of clusters is arbitrary and other parameters are not required
for calibrated image data. If images of the same region are available from different years
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or seasons, the temporal change can be used as a class feature. To do this, the images
need only to be combined into an image stack. Different sensors can also be combined in
this way.

Make location-based data comparable: Unusual imagery, such as microwaves or wind
speed, has its own range of value. If it is to be compared with spectral data, its value
range must be adjusted. The classifier does not distinguish between the origin of different
features; it only compares the values of the features. If the values of a feature are unusually
large, then they will dominate the results. Features with unusually small values will not
be effective. The same applies if, for example, values with a Poisson distribution are to be
compared with normally distributed values. Imalys implements routines to make values
and distributions more comparable.

Imalys implements a process that combines zones into higher-level “objects”. These
objects are made up of zones with different characteristics. Their characteristic feature is
the spatial combination or pattern of the different zones in the object. Such objects can
be grouped into clusters. This is carried out by first creating clusters of different zone
types. Then, the spatial combination of different zone types is sorted into higher order
of clusters. Imalys implements a routine that only requires the number of result classes.
The object formation only uses the frequency of contacts (common boundaries on the pixel
level) between the different zones. It is structurally similar to a neural network based on
the perceptron principle. The result is a classifier that can map spatially structured objects
and, if necessary, their change over time.

4. Possibilities and Limitations of the ESIS/Imalys Tool

The ESIS/Imalys tool is a standalone application that runs in a server environment or
on a PC with a Linux operating system. The Imalys code is open source and developers can
integrate parts of the programme into their own software. Imalys is designed to process and
manage large amounts of data as automatically as possible. For a process chain example,
see Figure A1 in Appendix B. Surface and modelling tools (e.g., model toolboxes) are
not flexible enough for this. For example, applications with a graphical user interface
(GUI) can occupy considerable amounts of RAM. Imalys, on the other hand, only requires
memory for RS data. The user controls Imalys by means of commands and parameters.
These are given in the form of a list, the structure of which is simple. The selection of the
order of commands is modular and is the sole responsibility of the user. By using Imalys,
the user gains time and flexibility in deriving RS-based indicators. A list of commands and
parameters can contain variables (see Table A1, Appendix B). Imalys can then repeat the
command list as often as required with automatically modified inputs. Unlike a software
interface, commands and parameters must be set correctly. Logical errors will be executed,
and missing inputs will lead to empty results.

Imalys was developed to process satellite images as automatically as possible. New
projects require the addition of new landscape indicators based on largely homogeneous
areas (zones). Imalys combines both functions in a single software package and command
set. When large or numerous areas need to be processed identically, Imalys requires no
intermediate steps or interactions.

In addition, Imalys provides new indicators of the diversity and spatial connectivity of
different areas. With Imalys, each RS time series spectral channel is stored in a layer stack.
This means that any user can easily quantify known or user-defined indicators. Finally,
Imalys seeks to bring together information of all kinds under a common nomenclature
and make it comparable. Traditional in situ measurements are very accurate, but they
are selective and mostly random. Stationary measurements with a long time series are
also often only possible at certain points. RS has recorded every location on earth for
5 decades, so Imalys can draw on long continuous RS time series. RS records traits and
trait variations. Traits exist at all spatial and temporal scales, allowing for the use of RS to
study standardised and comparable indicators at all monitoring scales.
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5. Possible Applications of the ESIS/Imalys Tool

The ESIS/Imalys tool is particularly important because it is based on the spectral trait
approach, and therefore continuous raster trait data of the land surface, and is not limited to
the classification of discrete landcover classifications. This means that the internal diversity
and characteristics of land surface and landscape structure can be better quantified [32].
This allows for more appropriate indicators to be derived for subsequent modelling at both
pixel and zonal scales. However, all applications are based on the same basic principles,
but also on limitations resulting from the use of RS data. Limitations to the quantification of
indicators using Imalys arise from, among other things, the characteristics of the RS sensors
(spatial, spectral, temporal and directional resolution), as well as the density, distribution
and characteristics of the land surface traits to be recorded [4]. This section presents
examples of possible applications that can be realised with Imalys.

Example 1: Monitoring landscape diversity

The diversity of a landscape is a key indicator of its stability and important ecosystem
functions. For example, pollinator insects are more abundant in diverse landscapes than in
homogeneous regions. In addition, genetic exchange is often linked to suitable corridors.
Several indicators of diversity can be quantified using Imalys. For example, (I) the hetero-
geneity of areas can be quantified locally at the level of individual areas (zones), and (II)
indicators such as area size or shape of the different zones can be recorded at the regional
level in order to quantify the density of different area types and their diversity at the next
higher scale. In addition, diversity (III) can be quantified structurally by analysing the
frequency and quality of contacts between zones in order to make statements about the
connectivity and isolation of different biotope types.

The Deviation indicator reflects the (spectral) diversity for individual zones based
on the pixel Rao’s diversity index (see Table A1, Appendix B). However, Rao’s diversity
uses variance rather than texture to assess the spectral diversity of landscape structures.
Variance is insensitive to the spatial distribution of pixels within the kernel. As a result,
Deviation shows high values for small-scale and varied landscapes with high spectral pixel
diversity. An increase in the Deviation value indicates an increase in spectral diversity or
an increase in the internal fan diversity of the landscape.

Analogous to Deviation, the diversity shows the spectral differences between adjacent
zones in a pixel grid. The spectral diversity between zones is calculated as the Euclidean
distance of all spectral grid features between the central zone and all its neighbours. Similar
to the indicator Relation, the spectral diversity measures the diversity in a complex of
a central zone and all its neighbours. As the zones can vary considerably in shape and
size, the greater the spectral difference and the longer the boundary to the central zone,
the greater the contribution of each neighbouring zone to the overall result. Lower spectral
diversity is an indicator of landscape monotony at the zone level, as is the case with
agricultural areas consisting of many monocultures.

Example 2: Monitoring landscape structure and landscape fragmentation

Numerous studies confirm that landscape structure has a strong influence on water
quality, e.g., [45–47]. RS time series can be used to derive indicators in Imalys that are
important for assessing landscape structure and fragmentation.

For example, the normalised texture (indicator Normal) can be quantified in Imalys
like a normal texture, but using the ratio of the difference in brightness to the brightness
of all pixels involved within each zone (see Table A1, Appendix B). Thus, in bright areas
such as industrial zones, the differences in values are large, even if the relative differences
are small. The opposite is true for dark forests. The Normal indicator thus represents the
(spectral) diversity or heterogeneity at pixel level, which is independent of the brightness
of the objects represented. The indicator is high for varied surfaces, with settlements
usually having the highest values. An increase in the Normal indicator therefore indicates
a structured landscape with a high degree of heterogeneity.
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The increase in the Cellsize indicator is an indicator of the increase in the area size
of the land cover classes analysed, such as agricultural or forest areas. Cellsize describes
the area of the zones. High values indicate low diversity and possibly monocultures.
Comparatively large, machine-friendly areas are also an indicator of higher intensity of use
of agricultural land.

The indicator Dendrites gives the ratio of the extent and size of individual zones.
Dendrites is comparable to the Shape Index indicator of the Fragstats tool (V.4.3) [33].
Perimeter and size increase with larger zones, but size increases more rapidly. Large zones
have lower dendritic values than smaller zones of the same shape. This indicates that the
landscape structure is characterised by large compact zones of landscape structure. Low
values are an indicator of low patch or zone diversity, and thus a lower potential for genetic
exchange between species.

The indicator Relation was quantified as a measure of the density of contacts with
other zones. Unlike the Dendrites indicator, Relation does not evaluate individual zones,
but the complex of a central zone and all its neighbours. The Relation indicator is calculated
as the ratio between the number of neighbouring zones and the size of the central zone.
Like Dendrites, Relation provides information about the shape and connectivity of the
zones. As the Relation indicator is comparable to the Dendrites indicator, its assessment
that the landscape structure is characterised by large compact zones of landscape structure
is also comparable.

Example 3: Monitoring land use intensity and its impact on ecosystem functions

Land use intensity is a key driver of many changes and disturbances in ecosystem
functioning. However, to date, there are few meaningful indicators for quantifying LUI.
The Imalys indicators can make a valuable contribution. For example, the indicators NirV-
Mean and NDVI-Mean can be derived from Landsat time series for summer (May to July)
and NirV2 and NDVI2 for autumn (August to October). NirV has been developed as a
proxy for photosynthetically active radiation (PAR), which is proportional to the metabolic
rate of vegetation, whereas NDVI is more a measure of the density of green vegetation.
An increase in NirV indicates increased vegetation metabolism, which can be caused by
higher CO2 concentrations in the air. The measured values correspond to those of the
Global Monitoring for Environment and Development (WHO). Similarly, an increase in
metabolism can be caused by an increase in fertilisation.

The quantification of land use intensity and its effects on ecosystem functions can
be performed by calculating the variance in indicators NirV and NDVI, NirV- and NDVI
regression, using Landsat time series data. The variance indicator quantifies the variance in
individual pixels based on a standard distribution for all RS bands. A decrease in the NDVI
variance indicator can be explained by having been set aside or an increase in development
and thus a change in the proportion of vegetation.

The Regression indicator, in turn, provides the regression of the individual pixels of
all bands on the standard deviation. Regression uses the temporal distance of the images
from the metadata of the images. Similar to Variance, Regression calculates the regression
for each band separately if multispectral images are available, and outputs a multispectral
regression. A strong increase in the NirV regression indicator indicates a higher CO2
concentration in the air or is an indicator of an increase in the use of fertilisers in agriculture.
Imalys also allows for the use and quantification of indicators from TIR Landsat time series
data. Using TIR, important functions in urban landscapes such as heat islands or changes
in evapotranspiration can be assessed as indicators of climate change and increased soil
aridity in landscapes.

Further, more applications are possible:

• Monitoring the intensity of urban land use.
• Assessment of the hemeroby or naturalness of landscapes.
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• Monitoring vegetation diversity and geodiversity by deriving indicators to quan-
tify genetic diversity, trait diversity, structural diversity, taxonomic diversity and
functional diversity.

• Monitoring of species distribution (fauna and flora).
• Monitoring of water quality and its drivers such as LUI.
• Monitoring of vegetation vitality (e.g., bark beetle infections).
• Monitoring of the ecosystem and its processes and changes.

6. Summary and Outlook

Climate change, land use intensification, biological invasions and loss of biological and
geographic diversity are causing rapid environmental changes with local- to global-scale
impacts. There is therefore an urgent need for operational monitoring and observation
tools and services that can monitor and quantify aspects of changing impacts on ecosys-
tem functions, vegetation and geodiversity, and landscape resilience. In order to use RS
data and products in ecological modelling, RS-based indicators need to be derived. Cur-
rently, there are no services available to quantify both raster and vector-based indicators
in a “compact tool”. Therefore, the main innovation of ESIS/Imalys is to create an RS
tool that allows for RS data processing, data management and continuous and discrete
quantification of RS indicators in one tool. With the ESIS project (Ecosystem Integrity
Remote Sensing—Modelling and Service Tool), we try to present environmental indicators
on a clearly defined and reproducible basis. The Imalys software library generates the RS
indicators and remote sensing products defined for ESIS.

The ESIS/Imalys tool has a modular structure, so that users can combine different
modules or create their own routines and methods, depending on the question at hand.
Despite the integration of large-scale RS data, the software can be operated from a PC,
as the processing and derivation of indicators has been greatly optimised. Imalys is written
in Free Pascal. The Imalys source code is open source (GPLv3), hosted and maintained
in the Helmholtz Codebase: https://doi.org/10.5281/zenodo.8116370. There is also a
complete documentation of all of the methods, functions and indicators derived, which can
be found in the openly available Imalys manual [40].

This document provides an overview of the functionality of the Imalys tool. An
overview of the technical background of the implementation of the Imalys library, data
formats and possible graphical user interfaces is given. Examples of RS-based indicators
derived using Imalys at pixel level and at zone level (vector level) are presented. Further-
more, the advantages and disadvantages of the Imalys tool are discussed in detail in order
to better assess the value of Imalys for users and developers.

The applicability of the ESIS/Imalys indicators are demonstrated through three eco-
logical applications, namely: (1) monitoring landscape diversity, (2) monitoring landscape
structure and landscape fragmentation, and (3) monitoring land use intensity and its impact
on ecosystem functions.

Further publications on the ESIS/Imalys tool with sample data and model calculations
are planned, and both the data and derived indicators will be made openly available to users.
The set of indicators will be continuously developed and expanded. The ESIS/Imalys tool
is directly coupled with ecological models such as hydrological and agent-based models.
Future plans include the integration of in situ measurements and punctual time series
analysis to calibrate and validate the RS data used. The version currently available only on
the Linux platform will be converted into a “container version” to make the tool platform-
independent. RS indicators, which are quantified based on spectral raster traits could also
be included in the semantic data integration. The ease of using ESIS/Imalys, optimised for a
simple PC despite the large amount of RS data, makes it another important tool for research
and application to monitor and derive ecosystem indicators from local to global scale.
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Figure A1. Flowchart of the ESIS Imalys library consisting of six blocks. Block 1–3 is the pixel area 
of Imalys: (1) data import, remote sensing data processing, remote sensing data management (func-
tions—marked purple); (2) raster processes, statistical raster information, replaced image bands, 
time series analysis, statistics; (3) kernel processes for calculating and deriving raster-based indica-
tors (functions—marked orange). Block 4–5 is the zones and pixel area of Imalys: (4) Segmentation 
of zones (polygons), formation of borders, derivation of raster- and zone-based indicators for each 
zone. All pixel results can be taken as mean values for each zone (functions—marked red). (5) Ex-
traction of classes and objects by unsupervised classification, correlate features (functions—marked 
purple). (6) Export of results including format conversion as raster, vector or table (functions—
marked green). The Imalys source code is open source (GPLv3), hosted and maintained in the Helm-
holtz Codebase: https://doi.org/10.5281/zenodo.8116370. There is also a complete documentation of 
all of the methods, functions and indicators derived, which can be found in the openly available 
Imalys manual. 

Table A1. Functions, tools, descriptions and formulas. The following tables show tools and traits 
and their definitions by means of a text box and a formula. The trait names also serve as commands 
in the Imalys process chain, as a file name of the process results, and as field names in tables. There-
fore, the names are short and can have a much wider meaning in general usage. Imalys tools are 
aids to execute the process chain. 

Spectral 
Traits Description Formula 

Variance 

Variance based on standard deviation 
The “variance” command determines the variance of individual pix-
els based on a standard distribution for all of the bands in source.  
For multi-image stacks, “Variance” determines the variance for each 
band separately and gives the result as a multispectral image of the 
variances. The result can be further reduced to a one band image 
with the first principal component of all bands using “principal”. 
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Figure A1. Flowchart of the ESIS Imalys library consisting of six blocks. Block 1–3 is the pixel
area of Imalys: (1) data import, remote sensing data processing, remote sensing data management
(functions—marked purple); (2) raster processes, statistical raster information, replaced image bands,
time series analysis, statistics; (3) kernel processes for calculating and deriving raster-based indicators
(functions—marked orange). Block 4–5 is the zones and pixel area of Imalys: (4) Segmentation of
zones (polygons), formation of borders, derivation of raster- and zone-based indicators for each zone.
All pixel results can be taken as mean values for each zone (functions—marked red). (5) Extraction
of classes and objects by unsupervised classification, correlate features (functions—marked pur-
ple). (6) Export of results including format conversion as raster, vector or table (functions—marked
green). The Imalys source code is open source (GPLv3), hosted and maintained in the Helmholtz
Codebase: https://doi.org/10.5281/zenodo.8116370. There is also a complete documentation of
all of the methods, functions and indicators derived, which can be found in the openly available
Imalys manual.

Table A1. Functions, tools, descriptions and formulas. The following tables show tools and traits and
their definitions by means of a text box and a formula. The trait names also serve as commands in the
Imalys process chain, as a file name of the process results, and as field names in tables. Therefore,
the names are short and can have a much wider meaning in general usage. Imalys tools are aids to
execute the process chain.

Spectral

Traits Description Formula

Variance

Variance based on standard deviation
The “variance” command determines the variance of individual pixels based on a
standard distribution for all of the bands in source. For multi-image stacks, “Variance”
determines the variance for each band separately and gives the result as a
multispectral image of the variances. The result can be further reduced to a one band
image with the first principal component of all bands using “principal”.

∑i v2−(∑i v)2/n
n−1

v: values
i: items
n: item count
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Spectral

Traits Description Formula

Regression

Regression based on standard deviation
“Regression” returns the regression of individual pixels of all bands in source.
“Regression” uses the temporal distance of the recordings from the metadata of the
images. To do this, the images must have been imported with “extract” or have been
dated afterwards with “extend”. Similar to “variance”, “regression” determines the
regression for each band separately if multispectral images are provided and gives a
multispectral regression.

∑i t·v−∑i t∑i v/n
∑i v2−(∑i v)2/n

t: time
v: values
i: items
n: item count

Difference

Euclidean distance of two n-dimensional properties
“Difference” gives the difference between the values of two bands or two images. For
multispectral images, “difference” generates a result for each band separately and
returns a multispectral image of the differences for all bands.

va − va
v: pixel value

Vegetation

Near-infrared vegetation index (NIRv)
The NIRv index is calculated as the product of near infrared radiation and the
normalised difference of the red and the near-infrared radiation. The calculation
follows the most common NDVI definition but shows better mapping in sparsely
vegetated areas.Vegetation indices were introduced to estimate the plant-covered
proportion of the landscape. The result depends on the photosynthetic activity of the
plants. Vegetation indices try to quantify the photosynthetically active radiation (PAR)
as a measure of plant metabolism. There are about 20 different approximations
described [42].

(N−R)
(N+R) ·N
N: near-infrared value
R: red band value
Value range: 0. . .1

Principal
“Principal” gives the first principal component of all bands.
The first principal component reflects the brightness or density of all image bands.
Imalys uses this process as brightness in several other cases.

√
∑
i

v2
l

v: values
i: items

Mean

Arithmetic mean, bands or images
Mean gives the arithmetic mean of all image bands provided. For multispectral
images, “mean” is individually calculated for each band. The process returns a
multispectral image of mean values.

∑i vi
n

v: values
i: items
n: item count

Median

Most common value for each pixel from a stack of bands
“Median” reflects the most common value of each pixel in a stack of bands or images.
For multiple image stacks, “median” is individually calculated for each band.
Median will mask rare values. Image disturbances like clouds or smoke will be
masked if more than half of all pixels show an unchanged value.

Value in the middle of a
sorted value list.

Convolution

Traits Description Formula

Texture

Normal

Normalised texture
“Normal” collects the first principal component of all normalised differences between
two neighbouring pixels within a given kernel and returns the mean.
Landscape diversity increases with texture. The normalised texture is independent of
brightness or illumination (shadows). In contrast to Rao’s “entropy” or “roughness”,
“normal” will return similar values for regular and randomly distributed patterns.

√
∑
b

(
vi−vj
vi+vj

)2

vi: pixel value
vj: neighbour pixel value
Value range: 0. . .1

Inverse

Inverse difference moment (IDM)
“Inverse” creates a new image with the inverse difference moment (IDM) proposed by
Haralik (Haralik 1979).
“Inverse” is particularly high in dark regions and low in bright regions. It can
complement “texture” and has proved useful in the analysis of settlement structures.

√
∑
b

1
(vi−vj)

2

v: values
I,j: neighbor pixels
b: bands
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Convolution

Traits Description Formula

Roughness
(Rao’s Q
Index)

Rao‘s diversity based on pixels
As “Texture” does, Rao’s approach evaluates the spectral difference of individual
pixels, but does not only compare neighbouring pixels, but all pixels within the kernel.
Unlike the classical “texture” or “normal” indicators, “roughness” is insensitive for
the spatial distribution of the pixels within the kernel.
“Roughness” returns a measure for landscape diversity based on pixel differences
within a given kernel. Most like “Entropy”, each distribution of a given set of pixels
will produce the same result.

∑
ij

(
dij·pi·pj

)
dij: Density difference
between pixel (i) and (j)
pi, pj: Frequency of pixel
values (I) and (j)
Value range not limited

Entropy

Rao‘s entropy (diversity) based on classes
“Entropy” collects the number of class differences and class similarities for all pixel
combinations within a given kernel. The number of different class combination is
scaled with the spectral differences between the classes.
Entropy needs a classification of the images to run. The easiest way to obtain this
classification is to call the “Mapping” trait. Alternatively, “Entropy” can use an
existing classification.
“Entropy” returns the diversity of landscape classes within a given kernel. “Entropy”
ignores small landscape differences that are represented by the same class and returns
a more abstract level. Rao’s approach is insensitive to the distribution of the pixels
within the kernel. A chessboard-like distribution of two classes will produce the same
result as two homogeneous areas with the same classes.

∑
kl
(dkl ·pk·pl)

dkl: spectral Distance
between the the classes (k)
and (l)
pk: frequency of class (k)
pl: frequency of class
(l)Value range not limited

Lowpass

Reduce local contrast
“Lowpass” reduces the local contrast of the image data according to the
selected “radius”.
The process reduces the local contrasts and can fix small bugs. “Lowpass” uses a
kernel with a normalised Gaussian distribution. The kernel size can be selected freely.
Imalys implements large kernels through an iterative process to significantly reduce
the processing time.

∑
ij

(
vij·kij

)
v: image values
k: kernel values
I,j: kernel index

Laplace

Enhance local contrast
A “Laplace” transformation (Mexican head function) enhances the image contrast and
can make lines and closed shapes clearly visible. Imalys implements the
transformation as the difference between two Gaussian distributions with a different
radius. The parameters “inner” and “outer” control the size (kernel radius) of the two
distributions.

∑
ij

(
vij·

(
kij − gij

))
v: values
k: inner kernel
g: outer kernel
I,j: kernel indices

Create Zones

Traits Description Formula

Zones

Delineated homogeneous image elements
The “zones” process delineates a seamless network of zones that completely covers
the image. The zones are assigned with the spectral signatures of the image data as
attributes. The attributes can be expanded (below).
“Zones” were introduced to provide a structural basis that can be used for landscape
diversity and other structural features. Zones allow for easy transformation of raster
images to a vector format like maps.

Structural delineation
similar to an inverse
watershed.

Dendrites

Quotient of zone perimeter and zonal size
“Dendrites” returns the quotient between perimeter and size of single zones. Both
values grow with larger zones, but the size grows faster. Large zones will show lower
values than smaller ones with the same shape.
“Dendrites” was introduced as a size-independent measure of spatial diversity. Long
and small zones may be quite large but their role in landscape diversity is similar to
that of small zones. Small, thin or dendritically shaped zones show high values, large
compact zones show the lowest.

Vr =
pz
sz

vr: result value
pz: perimeter (zone)
sz: size (zone)
Value range: 0. . .4
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Create Zones

Traits Description Formula

Diversity

Spectral diversity for all neighbour zones
“Diversity” is calculated as the mean principal component of all spectral differences
between all pixels of a single zone. This includes all pixel borders to neighbour zones
and also all pixel borders within the zone. The differences are calculated with the
zonal mean values, not with individual pixels.
“Diversity” was introduced as size-dependent spectral diversity. The principal
component intensifies the contrast of single bands. High values indicate small zones
and high spectral differences. Small or narrow zones embedded in large zones
are emphasized.

√
∑i,n(vi−vn)

2

bp

vi: zonal value
vn: neighbour value
bp: pixel borders
Value range: 0. . .1 for
reflection values

Proportion

Size difference between central zone and all neighbours
“Proportion” returns the relation between the size of a single zone and all its
neighbours. The result is calculated as difference between the size of the central zone
and the mean size of its neighbours. As the size is given on a logarithmic scale, the
“mean” is not an arithmetic but a geometric mean. The result will be negative if the
central zone is smaller than its neighbours.
“Proportion” resembles a texture for zonal sizes. Proportion is independent of the
individual size of a zone. Values around zero indicate equally sized neighbour zones.
Zones with smaller neighbours show positive values; zones with larger neighbours
are negative.

∑j ln(si)−ln(sj)
n

si: size, central zone
sj: size, neighbour zone
n: number of neighbours

Relation

Quotient of cell perimeter and number of neighbours
“Relation” is calculated as the relation between the perimeter of the zone and the
number of neighbouring zones.
“Relation” was introduced as an indicator for spatial diversity. Large zones and small
zones with few neighbours will have large values. Small zones with many neighbours
will show higher values. Like “Dendrites”, “relation” also returns information about
the shape and the connection of the zones. Zones with many connections may provide
paths for animal travels and enhance diversity.

R =
p
c

R: relation
p: perimeter
c: number of neighbours

Size
Size of one zone given as natural logarithm
The zonal size is calculated from the sum of pixels covering the zone.
Landscape diversity increases with smaller zones

S = ln(a)
a: area of zone [ha]

Diffusion

Smooth properties in a zones network
The algorithm for value equalisation in zones mimics diffusion through membranes
(borders). In the process, features “migrate” into the neighbouring zone like soluble
substances and combine with existing concentrations. The intensity of diffusion
depends on the length of the common border and the number of iterations. The size of
the zones does not matter.
The process is only controlled by the number of iterations. Each iteration includes a
new layer of contributing zones. The influence of distant zones on the central zone
decreases with distance. Entries over 10 are still allowed, but rarely have a
visible effect.

∑
t
(a·s) + ∑

ij

(
aj·b − ai·b

)
a: attribute
s: zone size
b: border length
i,j: zone indices
t: iterations (time)

External

Values
Raster representation of a vector map with attributes
“Values” creates a multiband raster image from vector borders and the attributes of
the different polygons. “Values” mainly serves as a control feature.

Raster image from
vector polygons

Classification

Trait/Tool Description Process

Pixel

“Pixel” classifies spectral combinations
“Pixel” selects a pixel-oriented classification of the image data. The process uses all
bands of the provided image. The process is controlled only by the number of classes
in the result. All values should have a comparable value range, as calibrated
images do.

Fully self-adjusting
classification of all
pixel values
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Classification

Trait/Tool Description Process

Features

“Features” classifies spectral and spatial properties of zones
“Features” selects the classification of zones based on their features. The process is
controlled by the selected features and by the number of classes in the result. Each
feature can be selected individually. As with “pixels”, the value range of the features
should be comparable.

Fully self-adjusting
classification of all
zones’ features

Fabric
(Objects)

“Fabric” creates and classifies image objects
In this context, adjacent zones with an individual combination of different features are
called objects. Object types (classes) and image objects are created during the same
process. The object definition relays only on the borders between different types of
zones. Thus, objects are characterized by their spatial pattern.

Fully self-adjusting
delineation and
classification of image
objects based on zones
with different features.

Compare

Compare a mapping with a reference
Automated classification is driven by image features. Real classes are not necessarily
defined by their appearance. “compare” allows for evaluating if and up to what
degree real classes can be detected by image features.

Confusion matrix for
false and true detection
and denotation

Rank

Correlate distributions
“Rank” calculates a correlation coefficient based on a rank correlation model after
Spearman. A rank correlation is independent of the basic value distribution.
Therefore, it can be used for each set of data.

1 − 6 ∑i(ri−si)
2

n·(n2−1)
r,s: item rank
i: item index
n: item count

Export

Traits Description Process

Raster

Export values using an image raster format
Images and processing results can be exported in 48 different raster formats
(according to most recent gdal library). Raster export includes vector-based process
results. Standard format is ENVI labelled.

gdal library

Vector

Export values using a vector format
Vector-based results can be exported using 23 different vector formats (according to
most recent gdal library). Vector export includes automated transformation for most
of the raster data. Standard formats are ESRI Shape and CSV.

gdal library

Table
Export tables using a table format
Value grids can be exported in different database and spreadsheet formats. Table
export includes tables linked to raster or vector data. The standard format is CSV.

gdal library
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