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Abstract: Soil fertility is a critical factor in agricultural production, directly impacting crop growth,
yield, and quality. To achieve precise agricultural management, accurate spatial interpolation of
soil parameters is essential. This study developed a new interpolation prediction framework that
combines Radial Basis Function (RBF) neural networks with Inverse Distance Weighting (IDW),
termed the IDW-RBFNN. This framework initially uses the IDW method to apply preliminary
weights based on distance to the data points, which are then used as input for the RBF neural network
to form a training dataset. Subsequently, the RBF neural network further trains on these data to
refine the interpolation results, achieving more precise spatial data interpolation. We compared the
interpolation prediction accuracy of the IDW-RBFNN framework with ordinary Kriging (OK) and
RBF methods under three different parameter settings. Ultimately, the IDW-RBFNN demonstrated
lower error rates in terms of RMSE and MRE compared to direct RBF interpolation methods when
adjusting settings based on different power values, even with a fixed number of data samples. As the
sample size decreases, the interpolation accuracy of OK and RBF methods is significantly affected,
while the error of IDW-RBFNN remains relatively low. Considering both interpolation accuracy and
resource limitations, we recommend using the IDW-RBFNN method (p = 2) with at least 60 samples
as the minimum sampling density to ensure high interpolation accuracy under resource constraints.
Our method overcomes limitations of existing approaches that use fixed steady-state distance decay
parameters, providing an effective tool for soil fertility monitoring in delta regions.

Keywords: soil fertility; neural network; OK; IDW; RBF; interpolation

1. Introduction

Soil fertility is a crucial indicator of soil health and productivity. Fertile soils provide
essential nutrients to crops, regulate water retention, and promote healthy crop growth and
high yields [1–4]. Therefore, studying the spatial distribution of soil fertility parameters
is of great significance for ecological modeling, environmental forecasting, precision agri-
culture, and natural resource management. However, the spatial distribution of nutrients
in agricultural soils is inherently heterogeneous, making the mapping process challeng-
ing [5–7]. Factors such as climate (precipitation and temperature), topography (elevation,
slope, and aspect), parent material (types of rocks and sediments), and human activities
(cultivation practices and land use) strongly influence the spatial variability of soil nutrient
parameters [4,8–10]. As a continuous variable with significant variability, soil is particularly
affected by human activities (e.g., fertilization), reducing the spatial autocorrelation in
agricultural soils and increasing uncertainty in the spatial prediction process [11]. Spatial
interpolation methods can help generate continuous surface data by predicting unknown
values based on known points. These methods are used to identify soil continuity and
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explain random variations by modeling the spatial correlations of soil properties across
different landscapes [12].

Over the past few decades, many spatial interpolation methods have been developed
and applied, including deterministic methods (such as IDW, RBF, global polynomial in-
terpolation, and local polynomial interpolation), geostatistical methods (such as ordinary
kriging (OK) and co-kriging (COK)), and hybrid techniques (such as regression kriging
(RK) and geographically weighted regression kriging (GWRK)) [13–20]. Among these,
OK has been widely used to explore the spatial patterns of soil properties by estimating
unsampled locations using a weighted average of observed samples [21–23]. Geostatistical
methods often outperform non-geostatistical methods [24,25], making OK one of the most
commonly applied spatial interpolation methods in recent years. IDW and RBF are also
frequently used in various studies due to their ease of use, flexibility, and ability to pro-
duce good predictive results [26–28]. For example, Wen Lixiang [29] compared the use of
IDW, RBF, and OK for predicting the spatial distribution of Cd in different environmental
components, finding that the RBF-imq interpolation method performed best for sediment
interpolation. Shen Qingsong et al. [30] compared the application of eight interpolation
methods, including IDW, RBF, OK, and GWRK, for mapping the spatial patterns of soil
total phosphorus. The results showed that, compared to OK, IDW reduced the accuracy
of simulating the spatial distribution of soil total phosphorus, while in areas with low
sampling density, the RBF method proved to be an alternative capable of handling spatially
uneven data better. While individual interpolation or prediction methods may perform
well in certain scenarios, they often fall short of meeting the high precision and adaptability
requirements when dealing with complex environmental data. Therefore, developing a
new framework to improve the prediction accuracy of spatial interpolation for soil fertility
parameters is necessary.

One effective way to improve the prediction accuracy of spatial interpolation is to
combine multiple interpolation techniques and develop hybrid interpolation frameworks.
Specifically, hybrid interpolation techniques can enhance predictive power by incorporating
multiple data sources or environmental variables, compensating for the limitations of
traditional interpolation methods that rely solely on sampling points. For example, Fan
Xingchen et al. [31] proposed the iPSM-AdaIDW method, which incorporates spatial
distance as an influencing factor into the IDW-based sample weighting, leading to more
accurate simulations and predictions of spatial properties such as soil. This demonstrates
that including IDW can enhance a model’s predictive ability. Ju Lei et al. [32] developed an
error-correcting, multi-fidelity technique, which, combined with IDW interpolation, formed
an adaptive multi-fidelity interpolation framework (AMF-IDW). By emphasizing the direct
influence of neighboring data points on the prediction location, IDW significantly optimized
the interpolation results. Francis B.T. et al. [33] used hybrid machine learning modeling,
combining Ordinary Kriging (OK) with IDW for residual spatial interpolation, significantly
improving the prediction of soil organic carbon reserves. Guangcai Yin et al. [34] used
an artificial neural network (ANN) as a multivariate nonlinear computational tool for
solving nonlinear problems, combining it with a genetic algorithm (GA) to construct a new
model (GANN), which improved the prediction accuracy of soil heavy metals (HMs) at the
provincial scale compared to traditional kriging interpolation methods.

Due to the nature of algorithms and processing methods, IDW, RBF, and OK are
particularly susceptible to smoothing effects. This effect can lead to overestimation of
local low values and underestimation of local high values, introducing bias into the spatial
interpolation of soil parameters, which significantly impacts related environmental decision-
making processes [23,24,26]. Traditional methods like IDW, while simple and effective, may
lack the capacity to handle highly nonlinear patterns, reducing interpolation accuracy for
non-uniformly distributed data. Although radial basis function (RBF) networks are widely
used for pattern recognition and function approximation tasks due to their strong nonlinear
fitting capabilities, they may not fully exploit spatial correlations when used alone. We
hypothesize that the RBF neural network, as a multivariate nonlinear computational tool



Agronomy 2024, 14, 2469 3 of 20

for solving nonlinear problems, can be combined with IDW to construct a new model (IDW-
RBFNN). Compared to traditional kriging interpolation methods, this approach could
improve the prediction accuracy of soil fertility parameters at the provincial scale. The
RBFNN model predicts soil parameters for a given location based on the spatial position
of sampling points and the nonlinear distribution characteristics of soil parameters. Thus,
we attempted to combine IDW with RBF neural networks to create a new interpolation
and prediction framework, DW-RBFNN. We leverage the advantages of the IDW-RBFNN
model to explore the performance of predicting soil fertility parameters in agricultural
fields under irregular random sampling.

The main objectives of this study are: (1) to propose a new interpolation framework,
IDW-RBFNN, to improve the prediction accuracy of soil fertility parameters; (2) to compare
the accuracy of different interpolation methods and their parameters to identify the optimal
method for predicting the distribution of soil EC, NO3-N, pH, and VWC in agricultural
fields; and (3) to explore the impact of different sampling densities on interpolation accuracy,
determining the minimum acceptable sampling density and the best interpolation method
under limited resources.

2. Materials and Methods
2.1. Study Area

The study area is located on the Pearl River Delta plain, with the flat agricultural fields
of Guangzhou City, Guangdong Province (23◦3′–23◦18′ N, 112◦55′–113◦25′ E) selected as
the research site. The Pearl River Delta is one of the most economically developed regions
in China and serves as an important agricultural production base. The area experiences
a subtropical monsoon climate (Cwa according to the Köppen-Geiger classification) [35],
characterized by warm and humid conditions throughout the year. The average annual
temperature in Guangzhou is approximately 21 ◦C, with annual precipitation typically
ranging from 1600 to 2000 mm. The annual temperature and precipitation of Guangzhou
in the Pearl River Delta in the recent 10 years are shown in Figure 1. These conditions
provide ample water for crop growth. The rainy season, concentrated from April to
September, brings abundant rainfall, which is particularly significant for agricultural
activities, especially rice cultivation. Due to its low latitude, Guangzhou receives abundant
sunshine, which is beneficial for photosynthesis and the growth and development of crops.
The predominant soil type in the study area is red soil, classified as Acrisols according
to the World Reference Base for Soil Resources (WRB) [36], and the farmland follows a
crop-rotation system of wheat and maize, with two harvests per year [37]. This type of soil
is commonly found in southern China, especially in humid subtropical regions. Red soil is
rich in iron and aluminum but tends to be acidic, often requiring appropriate amendments
to suit the growth of specific crops.

As an important city in the Pearl River Delta, Guangzhou’s agricultural development
and land use are strongly influenced by urbanization. The changes in land use brought
about by urbanization pose challenges to the local ecological environment and agricultural
production models while also providing opportunities for agricultural technological inno-
vation and sustainable development. These geographical and environmental characteristics
make Guangzhou and its surrounding areas an ideal location for studying subtropical agri-
cultural ecosystems and their adaptation strategies to climate change. Therefore, choosing
Guangzhou as the study area is crucial.

2.2. Soil Sampling and Analysis

We collected surface soil samples from a depth of 0–20 cm in the farmland during
the winter of 2022. All sampling points’ coordinates and elevations were recorded using a
global navigation satellite system (GNSS), specifically the Haixingda GPS iRTK5X receiver
(HaiXingDa Technology Co., Ltd., Nanjing, China), which supports both GPS and Beidou
systems, along with relevant information such as slope position, aspect, farming practices,
land use, and previous vegetation. As shown in Figure 2, 100 sampling points were
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randomly distributed in the FS experimental field. Each soil sample was tested for nitrate
nitrogen (NO3-N), pH, electrical conductivity (EC, µS/cm), and volumetric water content
(%). Approximately 500 g of soil were collected from each sampling point, thoroughly
mixed, and then placed in labeled plastic bags. In the laboratory, samples were air-dried,
sieved through a 2 mm mesh, and homogenized. NO3-N and pH were measured using
the ion electrode method, while EC and VWC were determined using the frequency
domain reflectometry (FDR) method [38–41]. The data were then organized, and outliers
were handled.
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Two experiments were conducted. First, the accuracy and effectiveness of three differ-
ent interpolation methods—OK, RBF, and the newly proposed IDW-RBFNN framework
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(with parameters p = 1, 2, and 3)—were evaluated using the 100 samples. In this experi-
ment, NO3-N, pH, EC and VWC were set as the parameters. Second, to study the spatial
variability of soil nutrient parameters under different sampling densities, we designed an
experiment to progressively reduce the number of sampling points. This approach aimed
to investigate the impact of sampling density on interpolation accuracy and determine the
minimum acceptable sampling density under limited resources. As shown in Figure 1,
80 samples were randomly selected as the training set (red sample points) and 20 as the test
set (yellow sample points) from the 100 samples. Subsequently, 40 samples were randomly
selected from the 80 training samples, and then 20 samples from the 40. Ultimately, subsets
of the training set (n = 80, 60, 40, and 20) were selected. We then analyzed the soil electrical
conductivity using the OK, RBF, and IDW-RBFNN interpolation methods, creating four
different sampling densities. The interpolation results for each density were evaluated
using cross-validation.

Descriptive statistical variables, including minimum, maximum, mean, median, stan-
dard deviation, and coefficient of variation (CV), were calculated using the SPSS 24.0
software package. Exploratory statistical analysis was conducted using the geostatistical
analysis module in ArcGIS 10.6, and the spatial interpolation maps of the parameters in
this study were obtained using ArcMap 10.8.2 from the ArcGIS suite.

2.3. Spatial Interpolation Method
2.3.1. Ordinary Kriging (OK)

OK is a geostatistical interpolation method that leverages the spatial structure of data
through a variogram model to minimize the estimation variance. It is particularly effective
in capturing spatial autocorrelation and providing error estimates, making it suitable for
complex spatial datasets [25–27]. However, OK’s effectiveness is highly dependent on the
spatial distribution of data points and the accuracy of the variogram model, which requires
careful selection and fitting. This dependence can lead to suboptimal predictions in regions
with sparse or uneven data, as well as increased computational complexity [28,42].

2.3.2. Inverse Distance Weighting (IDW)

IDW is a straightforward interpolation technique that assigns weights to known points
based on their distances to the point being estimated. Closer points have a larger influence
on the interpolated value [17,20,21,43]. While IDW is effective in uniformly distributed
datasets, it is sensitive to outliers and struggles with non-linear spatial variations, often
leading to inaccurate predictions in areas with complex spatial patterns. This method
also tends to produce poor results in boundary regions due to its reliance on the distance
parameter [26,42].

2.3.3. Radial Basis Function (RBF)

The RBF method, often applied in neural networks, interpolates values by weighting
input data with radial basis functions based on distance [3,12]. It is particularly effective
when dealing with large sample sizes and irregular spatial distributions. However, the
method is sensitive to the choice of basis functions and parameter settings, which can
lead to overfitting and reduced robustness in heterogeneous datasets. Its deterministic
nature means that it does not account for stochastic variability in spatial data, limiting its
generalizability in complex spatial environments [13,17].

2.4. Detailed Design of the New Method

This study proposes an interpolation method based on a fusion of Radial Basis Func-
tion (RBF) neural networks and Inverse Distance Weighting (IDW) techniques, named
IDW-RBFNN, to enhance the training effectiveness of the neural network. The research
aims to provide more accurate soil parameter information for precise field fertilization.

First, before training the RBF neural network, we select n training sample points
near the interpolation point and use the soil parameters of these points as n auxiliary
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variables, in addition to geographic coordinates. Next, the IDW method is applied to
calculate the weight of each sample point: specifically, the distances from these n points to
the interpolation point are calculated, and the inverse of these distances is raised to a power
(which can be 1, 2, or 3) [27,44]. The sum of these inverse powers is used as a normalization
factor. The weight of the soil parameters for each sample point is then the ratio of the
inverse power of the distance to the sum. We then use the longitude, latitude, and the
soil parameters of the n nearby points, processed through IDW, as input data, and the soil
parameters of the interpolation point as output data to train the RBF neural network. After
completing the network training, we can input the longitude and latitude coordinates of
any location within the study area to obtain the soil parameters for that location. This
method allows for the generation of an interpolation map of soil parameters for the entire
study area.

As previously mentioned, incorporating IDW allows the input soil parameters to better
reflect spatial distribution characteristics, enhancing the neural network’s learning capabil-
ity. Choosing the IDW-RBFNN method significantly improves the accuracy and stability of
soil parameter predictions. Therefore, we have decided to implement this method.

2.4.1. Generate RBFNN Interpolation Points

The Radial Basis Function Neural Network (RBFNN) is an artificial neural network
that consists of an input layer, a hidden layer, and an output layer. The hidden layer
nodes use Gaussian functions as the radial basis function (RBF) for activation, mapping
the input data into a high-dimensional space, and the output is obtained through a linear
combination of these functions [16,18]. RBFNN is used for handling nonlinear relationships
and is a general-purpose machine learning model. It requires training to determine the
centers and widths of the hidden nodes, as well as the weights of the output layer. It is
important to note that the RBF interpolation method is different from RBFNN; the RBF
interpolation function is determined by solving a linear system and does not involve a
training process.

First, the geographical coordinates X, Y and soil parameters Z of all soil samples are
input. The original samples are then randomly divided into training and validation samples.
Next, Z-score normalization was applied to the training samples, validation samples, and
interpolation samples to eliminate differences in the scales of different soil parameters (EC,
NO3-N, VWC, and pH), rescaling the data to have a mean of 0 and a standard deviation of
1. This ensures data consistency and stability during model training. Figure 3 demonstrates
the spatial configuration of the study area, divided into a 100 × 100 grid, representing both
the sampling and interpolation points across the research field. The red crosses mark the
soil sampling points, which are the actual locations where soil data (such as geographic
coordinates X, Y and soil parameters Z) were collected. These data serve as the inputs for
training the Radial Basis Function Neural Network (RBFNN). By dividing the research area
into a uniform grid, it ensures that the interpolation process can be systematically applied
across the entire study region. The grid cell size is determined by the spatial resolution
of the raster created during the interpolation process. This grid resolution ensures a
balance between computational efficiency and interpolation accuracy, with the grid interval
reflecting the spatial resolution required for uniform interpolation across the entire study
area. Each grid cell provides a reference point where the values of soil parameters, which
are not directly sampled, can be interpolated based on the influence of nearby sampling
points. The division into grids ensures that the prediction of soil parameters using RBFNN
and IDW methods is applied uniformly, allowing for a consistent and accurate estimation
of soil characteristics at unsampled locations.
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2.4.2. Calculate IDW Weights of Adjacent Points

At each interpolation point, the n = 5 nearest sampling points are selected, and the
distance from each neighboring point to the interpolation point is calculated. The weight for
each neighboring point is determined based on the inverse power of the distance, using the
formula wi =

1
dp

i
, where di is the distance from the neighboring point to the interpolation

point and p is the power parameter (typically between 1 and 3). The weights are then
normalized so that their sum equals 1, resulting in the weighted soil parameter value for
each neighboring point.

2.4.3. Establish and Train IDW-RBFNN

A framework for the IDW-RBFNN neural network was established, with the input
layer consisting of geographical coordinates X, Y and soil parameter values from five neigh-
boring points. These values are obtained through inverse distance weighting, resulting in a
total of seven input nodes. Z1 (IDW) to Zn (IDW) represent the inverse distance-weighted
soil parameter values for the n neighboring points, with n set to 5 [17].

The hidden layer contains mmm nodes, which are used to extract features from the
input geographical coordinates and soil parameters of the neighboring points and map these
features to the output soil parameter values. The hidden nodes apply radial basis functions
to perform a nonlinear transformation of the input data, helping the network capture the
complex relationships between the input and output data. The features extracted by the
hidden layer nodes R1 to Rm are used to predict the soil parameter Z at the sampling
points [27,42].

Finally, by training the RBF neural network, the nonlinear mapping relationship
between the soil parameter Z and the n + 2 input nodes in the study area can be obtained
and stored in the network (see Figure 4).
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The choice of the exponent p in the Inverse Distance Weighting (IDW) method affects
the rate at which the weight λi approaches zero. Typically, the value of p ranges from
1 to 3 [18,26]. Therefore, we set p to 1, 2, and 3, respectively. In each of these cases, we
calculated the inverse distance-weighted values of the soil parameters for the five sampling
points closest to the interpolation point out of 20 training samples. These weighted results,
along with the geographical coordinates X and Y of the interpolation point, were used
as the seven input nodes of the input layer, with the soil parameters of the interpolation
point as the output, to train the RBFNN [42,43]. The parameter settings for the RBFNN are
shown in Table 1:

Table 1. RBFNN network parameter settings.

Parameter Name Value Description

Number of hidden
neurons (mn) 2 Determined through calculation, reflects the ability to assimilate and

absorb sample information
Spread 1 Default value
Display frequency (df) 25 Default value
Population size (NIND) 40 Population size in the genetic algorithm
Crossover probability (Pc) 0.7 Crossover probability in the genetic algorithm
Mutation probability (Pm) 0.1 Mutation probability in the genetic algorithm
Generations (MAXGEN) 200 Maximum number of iterations in the genetic algorithm

The genetic algorithm mentioned in Table 1 is a general optimization tool used in vari-
ous interpolation methods like IDW, Kriging, and RBF-based models. In the IDW-RBFNN
framework, it optimizes parameters such as weights, biases, and the spread of radial basis
functions in the hidden layer. Acting as a global search strategy, it finds parameter combi-
nations that minimize network error by generating and optimizing multiple “individuals”
through crossover, mutation, and selection. This approach helps avoid local minima and
improves the model’s ability to fit the data and enhance interpolation accuracy [34,43].
During the network training process, the weights and biases of the network are adjusted
until the network converges and the error is minimized. The trained IDW-RBFNN neural
network is then validated using the test samples to evaluate its prediction accuracy. The
final trained IDW-RBFNN neural network model can accurately predict the soil parameter
value Z′ at the interpolation point based on the input geographical coordinates X, Y and
the soil parameters of the neighboring points.
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2.5. Cross-Validation and Assessment

Cross-validation techniques were used to evaluate and compare the performance
of different interpolation methods. The sample points were randomly divided into two
datasets: one for training the model and the other for validating it. To reduce variability,
the training and validation sets must be rotated across consecutive rounds so that each data
point can be validated. The predictive performance of different interpolation methods was
assessed using several statistical metrics, including Root Mean Square Error (RMSE), Mean
Relative Error (MRE), R-squared (R2), and Concordance Correlation Coefficient (CCC) [45].
The formulas for these metrics are defined as follows:

RMSE =

√
1
n

n

∑
i=0

(
tobserved − tpredicted)2

MRE =
1
n

n

∑
i=0

∣∣∣∣ tobserved − tpredicted

tobserved

∣∣∣∣
R2 = 1 −

∑n
i=1

(
tobserved − tpredicted)

2

∑n
i=1

(
tobserved − tobserved)2

CCC =
2 · ρ · σt

σ2
t + σ2

tpredicted
+

(
tobserved − tpredicted)2

where tobserved represents the observed values, tpredicted represents the predicted values,
n is the number of validation sample points, ρ is the Pearson correlation coefficient, σt
is the standard deviation of the observed values, and tobserved is the standard deviation
of the predicted values. RMSE measures the average deviation between predicted and
observed values, calculated as the square root of the average of squared differences, with
smaller RMSE values indicating better model accuracy. MRE quantifies the relative error
of predictions compared to actual observations, expressed as a percentage, providing
insight into the predictive accuracy relative to the observed values. R-squared evaluates the
proportion of variance in the dependent variable that can be explained by the independent
variables, with values closer to 1 indicating a better fit. Finally, CCC assesses the agreement
between predicted and observed values, emphasizing both correlation and consistency,
with values ranging from −1 to 1, where values closer to 1 signify strong agreement [45].

3. Results
3.1. Soil Nutrient Parameter Data

The Table 2 below presents the descriptive statistics for various soil parameters includ-
ing EC, NO3-N, pH, and VWC.

Table 2. Statistical results of soil fertility parameter description.

Soi Parameter Samples Min Max Mean S.D C.V

EC (µS/cm) 80 125 464 293.21 97.86 0.334
NO3-N (mg/kg) 80 16 79 33.44 18.19 0.544

pH 80 4.36 5.18 4.83 0.237 0.049
VWC (%) 80 0.098 0.173 0.132 0.0217 0.164

Note: EC (Electrical Conductivity, µS/cm): Represents the soil’s ability to conduct electrical current, related to
the concentration of soluble salts. NO3-N (Nitrate Nitrogen, mg/kg): Indicates the amount of nitrate nitrogen
in the soil, essential for plant growth. pH: Measures the acidity or alkalinity of the soil, which affects nutrient
availability and plant health. VWC (Volumetric Water Content, %): Reflects the amount of water in the soil, crucial
for evaluating soil moisture levels.

The EC has a minimum value of 125 µS/cm, a maximum value of 464 µS/cm, and
an average of 293.21 µS/cm. The standard deviation is 97.86 µS/cm, with a coefficient
of variation of 0.334. The NO3-N concentration ranges from 16 to 79 mg/kg, with an
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average value of 33.44 mg/kg. The standard deviation is 18.19 mg/kg, and the coefficient
of variation is 0.544. The VWC ranges from 0.098 to 0.173, with an average value of 0.132.
The standard deviation is 0.0217, and the coefficient of variation is 0.164. The coefficient of
variation (CV) reflects the uniformity and variability of nutrient parameters in farmland.
The results indicate that NO3-N in the samples has the highest relative variation, EC shows
moderate variation, and VWC and pH have the lowest coefficients of variation, indicating
the least dispersion in their data.

3.2. Accuracy Assessment of Different Interpolation Methods in Soil Parameters

The dataset was divided into two randomly selected yet spatially balanced subsets,
with 80% used for training the model and 20% for testing. The differences between the
observed and predicted values of soil parameters in the test dataset were used to evaluate
the predictive accuracy of the different models (Table 3). To identify the best interpolation
method for monitoring the distribution of soil fertility parameters in farmland, we eval-
uated the accuracy of three interpolation methods: Ordinary Kriging (OK), Radial Basis
Function (RBF), and Inverse Distance Weighting-Radial Basis Function Neural Network
(IDW-RBFNN) with power parameters (p) of 1, 2, and 3.

Table 3. Cross-validation and assessment results of different interpolation methods.

Interpolation
Methods

Cross-Validation and Assessment

RMSE MRE R2 CCC

EC

OK 81.7 0.260 0.6247 0.5745
RBF 77.3 0.267 0.7921 0.5415

Power
1 76.6 0.262 0.8165 0.6845

IDW-
RBFNN 2 74.9 0.242 0.713 0.7495

3 77.0 0.259 0.684 0.5601

V
W

C

OK 0.0203 0.117 0.6235 0.7527
RBF 0.0254 0.151 0.6988 0.7261

Power
1 0.0213 0.123 0.4219 0.6892

IDW-
RBFNN 2 0.0212 0.124 0.4743 0.6409

3 0.0213 0.125 0.6051 0.7635

pH

OK 0.256 0.048 0.7652 0.6977
RBF 0.322 0.056 0.6824 0.7587

Power
1 0.282 0.052 0.8351 0.7841

IDW-
RBFNN 2 0.264 0.046 0.7237 0.6892

3 0.278 0.049 0.6775 0.4598

N
O

3-
N

OK 10.68 0.320 0.7652 0.5219
RBF 8.66 0.316 0.8524 0.6931

Power
1 7.47 0.242 0.6888 0.8954

IDW-
RBFNN 2 8.39 0.287 0.7471 0.7225

3 8.44 0.304 0.4788 0.3654

For EC, it is clear that the IDW-RBFNN method with a power parameter of 2 performs
the best, achieving optimal evaluations across three indicators: an RMSE of 74.9 µS/cm, an
MRE of 0.242, and a CCC of 0.6495. Compared to the OK and RBF methods, IDW2-RBFNN
demonstrates lower RMSE and higher CCC values, indicating its superior accuracy and
reasonable consistency. In the estimation of VWC, the OK method is regarded as the best
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choice due to its lowest RMSE of 0.0203%, lowest MRE of 0.117, and relatively high R2 of
0.6235 and CCC of 0.7527, which suggest higher accuracy and consistency in predictions
compared to other methods. For pH, the IDW-RBFNN method with a power parameter
of 1 achieves the best evaluation in two key indicators, with an R2 of 0.8351 and a CCC of
0.7841. These high R2 and CCC values indicate that the IDW-RBFNN method effectively
captures and reflects variations in soil pH. Similarly, for NO3-N, IDW-RBFNN method with
power parameter 1 still performs best.

The evaluation results of interpolation methods indicates that no single method consis-
tently outperforms the others across all parameters. The choice of method should depend
on the specific parameter being estimated. OK is recommended for VWC, while IDW-
RBFNN with a power parameter of 2 is optimal for EC, and IDW-RBFNN with a power
parameter of 1 is best for NO3-N and pH.

3.3. Evaluation of Interpolation Accuracy at Different Sampling Densities
3.3.1. Soil EC Interpolation

Figure 5 illustrates the spatial distribution patterns of soil solution EC in farmland,
obtained using different interpolation methods. The results from the OK interpolation
show a smoother and more continuous variation in conductivity, with high conductivity
areas confined to a smaller range. This smooth transition and lower spatial variability are
attributed to the spatial autocorrelation modeling inherent in the OK method. However,
OK interpolation has a higher RMSE (as shown in Table 3), indicating lower interpolation
accuracy. This may be due to the statistical model of spatial continuity not fully matching
the actual spatial heterogeneity of soil conductivity. Compared to the OK method, the RBF
shows more intense color changes, with sharper conductivity variations and more scattered
high-conductivity peaks, indicating more discontinuities. Its RMSE is lower than that of
the OK method, suggesting that RBF has better accuracy in capturing complex spatial
variability [18,20,27]. The IDW1-RBFNN interpolation exhibits moderate color changes,
with smoother peaks and valleys compared to RBF. IDW2-RBFNN shows better spatial
continuity, with more delicate color gradients and less sharp peaks than IDW1-RBFNN,
indicating more concentrated high-conductivity areas and a more pronounced concentric
pattern. This suggests higher spatial continuity and lower spatial variability, likely due to
adjustments in IDW parameters (such as weight adjustments), resulting in less pronounced
local changes. IDW3-RBFNN shows a very concentrated high-conductivity area, almost
forming a single high-conductivity center, indicating the highest local data point weight,
suggesting a higher degree of smoothing and less local variation. This indicates that further
adjustments to the IDW parameters may have strengthened the consderation of distant
data points, reducing local extremes [28,42].

EC reflects the concentration of dissolved salts in the soil and typically exhibits high
spatial heterogeneity, especially under different agricultural practices, such as irrigation
or fertilization [41]. EC is influenced not only by soil composition but also by factors
like groundwater, surface runoff, and fertilization, which can create localized high-value
regions [18]. The IDW-RBFNN method combines the local sensitivity of IDW’s weight
allocation with the nonlinear learning capability of RBFNN. With a power parameter of
p = 2, this method strikes a better balance between capturing local extremes and main-
taining overall trends, allowing the interpolation to capture localized high values without
introducing excessive smoothing. Given the significant local variability in EC data, using
IDW-RBFNN with p = 2 can effectively handle pronounced local fluctuations, especially in
cases where sample data is limited, by appropriately weighting local predictions for higher
accuracy [19].
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3.3.2. Soil NO3-N Interpolation

Figure 6 shows the spatial distribution patterns of NO3-N content in farmland soil
obtained using different interpolation methods. The OK method presents relatively smooth
interpolation results, with high nitrate nitrogen areas being concentrated and a general
trend of gradual decrease from the center outward. This is because OK interpolation
tends to balance surrounding sample points, reducing the influence of extreme values.
In comparison, the RBF interpolation results show more dispersed high-value regions of
nitrate nitrogen, characterized by sharper color changes and distinct regional boundaries.
This is because RBF adjusts the basis function to fit the data, especially when there are
significant changes in conductivity, potentially exaggerating local data differences [19]. The
IDW1-RBFNN and IDW2-RBFNN methods provide relatively smooth interpolation results,
indicating that lower inverse distance weights in these methods help balance the influence
of neighboring points and maintain data continuity over a larger area. However, in IDW3-
RBFNN, as the weight increases, the high nitrate nitrogen areas become exceptionally
concentrated, revealing an intensified influence of local data points. This effect, while
enhancing local precision, may also introduce problems of local overfitting, resulting in
unnaturally concentrated spatial distributions [16,30,43].
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NO3-N is a common nitrogen form in agricultural soils, typically influenced by local
factors such as fertilization, crop growth, rainfall, and soil drainage [38,46]. Due to the
highly uneven spatial distribution of nitrogen fertilizers and plant uptake, NO3-N often
shows localized high-value regions and spatial clustering, with these high concentrations
closely related to fertilized areas or specific farming practices. The spatial distribution
of NO3-N is characterized by significant local variability and heterogeneity. When using
IDW-RBFNN with p = 1, the lower power parameter allows nearby sample points to have
a greater influence on the interpolation results, effectively capturing localized extremes
and high-concentration areas. This enables IDW-RBFNN to better reflect the clustering
characteristics of NO3-N, without excessively smoothing local variability, making it par-
ticularly suitable for parameters like NO3-N that are strongly influenced by localized
agricultural activities.

3.3.3. Soil pH Interpolation

Figure 7 displays the mapping results of soil solution pH in farmland using different
interpolation methods. Visually, the OK interpolation method appears the smoothest,
with gentle color transitions and no sharp changes or pronounced local extremes. The pH
values gradually change from the center to the edges, indicating a central concentration
trend [23,24,26]. Additionally, the OK method exhibits the lowest RMSE (Table 3), suggest-
ing it is the most robust in fitting global data. In contrast, the Radial Basis Function (RBF)
interpolation shows more pronounced spatial variability and discontinuity in local areas,
with sharp pH changes and clear boundaries. This occurs because RBF, as a global inter-
polation method, fits the interpolation function using the entire dataset, even considering
samples far from the interpolation points.
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This method may lead to insensitivity to local data variations, resulting in sharp global
changes, making its global consistency inferior to the OK method. Similarly, in the IDW-
RBFNN series, when the weight p = 1, the results show good continuity, as the lower weight
prevents the overall trend from being overly influenced by local extremes. As the inverse
distance weight increases from p = 1 to 3, the high pH areas become more concentrated,
causing the interpolation results to appear fragmented in local regions [23,24].

Soil pH reflects the acidity or alkalinity of the soil and is influenced by various
factors, including soil parent material, vegetation, fertilization, and long-term rainfall [40].
While pH values may exhibit a generally smooth trend on a global scale, significant local
fluctuations can occur, especially due to fertilization and soil treatment practices. These
local fluctuations result in high heterogeneity and spatial differences in certain areas.
IDW-RBFNN with p = 1 is better equipped to handle such local extremes and significant
small-scale variations. By using a lower power parameter, IDW-RBFNN can capture these
local variations effectively without over-smoothing the details, making it particularly
well-suited for parameters like pH, which exhibit both global smoothness and significant
localized variability [23,24].

3.3.4. Soil VWC Interpolation

Figure 8 illustrates the mapping results of soil VWC in farmland using different inter-
polation methods. The OK method exhibits smooth and continuous moisture transitions,
with the main high-moisture areas confined to smaller regions. This ensures gradual
moisture changes and relatively low spatial variability. This smoothness is mainly due
to OK’s consideration of statistical correlation among sample points, resulting in natural
fluctuations and continuity in the interpolation results. In contrast, the RBF method shows
more pronounced moisture changes and a more dispersed distribution of peak values
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when applied to the same dataset. This is because the RBF method relies heavily on the
configured basis function and its parameters (such as the shape parameter), which deter-
mine the function’s sensitivity to distance [28,42]. When the basis function is sensitive to
variations within a small range, it can result in sharp moisture changes and the aggregation
of high peak values in the spatial interpolation results. Within the IDW-RBFNN series, as
the inverse distance weight increases (from 1 to 3), the interpolation results display more
concentrated high-moisture areas and clearer concentric patterns. However, compared to
the OK method, these results exhibit greater variability in overall spatial distribution. This
increased variability occurs because the IDW-RBFNN method introduces a distance-based
weighting mechanism when handling spatial relationships among points but does not em-
ploy a variogram function to describe the statistical correlation between sample points, as
the OK method does [29]. As a result, IDW-RBFNN tends to emphasize the characteristics
of local water content data points, overlooking the coherence of the overall spatial structure.
This leads to less continuity and consistency in the spatial distribution, causing greater
overall spatial variability.
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VWC measures the water content in the soil and usually displays a more continuous
spatial variation. VWC is heavily influenced by climate factors (such as rainfall) and soil
structure, but these effects often manifest as smooth spatial gradients over larger scales,
rather than abrupt local extremes. Therefore, the spatial distribution of VWC is generally
smoother and less subject to the significant local fluctuations seen in EC. Ordinary Kriging
(OK) uses a variogram to model spatial autocorrelation, making it well-suited for capturing
the global smooth trends present in VWC. By accounting for statistical correlations among
sample points, OK provides reliable global interpolation, especially for parameters like
VWC that exhibit gradual spatial changes. Thus, OK can effectively capture the overall
trends and variations in VWC without relying on localized extremes.
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3.4. Evaluation of Interpolation Accuracy at Different Sampling Densities

We conducted an experiment with gradually decreasing sampling points to study and
analyze the impact of different sampling densities on the effectiveness of interpolation
methods. This helps us evaluate their performance in situations where data is incomplete
or sampling density is insufficient. We used k-fold cross-validation with k = 5, ensuring that
each fold contained a representative sample of the full dataset. The test sets were randomly
selected for each iteration, and the cross-validation process was repeated three times to
ensure that the results were not biased by any particular partition of the data. Taking soil
conductivity as an example, the cross-validation results for the interpolation methods OK,
RBF, and IDW-RBFNN (with p = 1, 2, 3) under four different sampling densities are shown
in Table 4. In the evaluation of interpolation methods, OK consistently achieved the lowest
Root RMSE of 0.099 and a MRE of 0.127 when utilizing a sample size of 80, indicating a
high level of accuracy. When the sample size was reduced to 60, the IDW-RBFNN series
(p = 2) exhibited commendable performance, achieving minimum RMSE and MRE values
of 0.098 and 0.127, respectively. For smaller sample sizes of 40 and 20, the IDW1-RBFNN
method delivered the best results, with RMSE values of 0.130 (n = 40) and 0.187 (n = 20),
accompanied by MRE values of 0.165 (n = 40) and 0.257 (n = 20). The analysis indicates
that the RMSE (Root Mean Square Error) and MRE (Mean Relative Error) of the different
interpolation methods increase as the number of training samples decreases, suggesting
that more sampling points can improve interpolation accuracy. When the sample size
reaches 60, the accuracy of EC interpolation is at its highest.

Table 4. The cross-validation results of different interpolation methods under four sample densities.

EC Cross-Validation

Method
Samples 80 60 40 20

RMSE MRE RMSE MRE RMSE MRE RMSE MRE

OK 0.099 0.127 0.105 0.137 0.130 0.169 0.214 0.276
RBF 0.108 0.140 0.119 0.161 0.140 0.185 0.191 0.262

Power
1 0.104 0.132 0.103 0.136 0.130 0.165 0.187 0.257

IDW-
RBFNN 2 0.102 0.133 0.098 0.127 0.145 0.183 0.194 0.267

3 0.099 0.129 0.102 0.129 0.151 0.189 0.211 0.288

4. Discussion
4.1. Comparison of Different Interpolation Methods

The choice of different interpolation parameters for the same interpolation method
can significantly affect interpolation accuracy. To minimize errors, comparisons among
different interpolation methods should be based on optimal parameters. In our study, we
compared the IDW-RBFNN (with powers of 1, 2, and 3), OK, and RBF methods.

The results indicate that the IDW-RBFNN method showed the highest interpolation
accuracy for soil parameter content across various parameters, followed by OK, while
RBF exhibited the lowest accuracy (Table 3). The RBF method demonstrated higher RMSE
and MRE values across all sampling densities, indicating consistently poorer interpola-
tion performance [47]. This is largely due to the nature of RBF as a global interpolation
method, which struggles to effectively manage local heterogeneity compared to OK and
IDW-RBFNN. RBF is better suited for larger sample sizes and smoother surface varia-
tions. Furthermore, RBF requires fewer adjustable parameters, primarily the type of radial
basis function and parameters (such as the width of the Gaussian function), making the
parameter selection process relatively simple and requiring less optimization and adjust-
ment [48,49]. Additionally, it necessitates fewer data preprocessing steps and imposes
fewer strict assumptions and tests. Thus, RBF can be considered when the sample size
is sufficiently large. In contrast, the OK interpolation method requires statistical testing,
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normal transformations, spatial structure analysis, and semivariogram fitting prior to inter-
polation, making it more complex to implement. It accounts for sample location, distance
relationships, and spatial structures, which makes it less influenced by sample density
and quantity. Consequently, it is theoretically the optimal estimation method. However,
when the sample size is minimal (20), the OK method is significantly affected, with RMSE
and MRE reaching 0.214 and 0.276, respectively (Table 3), resulting in lower interpolation
accuracy than other methods. Similarly, the IDW-RBFNN method combines the characteris-
tics of Inverse IDW and RBF, leading to more complex calculations and a greater number
of parameters, such as the power parameter (P), which can influence the interpolation
results [44]. Compared to OK and RBF methods, this requires more experimentation and
adjustments. It is important to note that no single interpolation method is suitable for
all regions; optimal interpolation parameters can only be determined through repeated
exploratory experiments. Despite the increased complexity of the IDW-RBFNN method, its
accuracy advantage at lower sampling densities makes it a viable option worth considering.

4.2. Identification of Optimal Sampling Number for Spatial Distribution

In theory, interpolation accuracy tends to improve with an increasing number of
samples [29,30]. However, once the sample size reaches a certain threshold, the accuracy
plateaus, and the marginal gains in accuracy become limited. Additionally, redundancy in
the data is inevitable, which incurs higher costs and longer processing times. Therefore, it
is essential to determine a reasonable number of sampling points. In this study, when the
number of sampling points was reduced from 80 to 60, the RMSE and MRE values of IDW2-
RBFNN decreased (Table 3). This is attributed to the minimal variation in the physical and
chemical properties of the soil within the same category. When 60 sample points are evenly
distributed across these characteristic areas, the IDW-RBFNN model can more accurately
capture changes in electrical conductivity. Conversely, when the sample size increases
to 80, newly added points may fall in areas with significant fluctuations in conductivity,
potentially leading to decreased interpolation accuracy. Moreover, a larger sample size may
introduce extreme or outlier values (e.g., contaminated soil samples or those with differing
fertilization histories), which can distort the overall dataset and impact the accuracy of the
interpolation model [1,30,49]. Considering the trade-offs between interpolation accuracy
and resource limitations, we recommend utilizing the IDW-RBFNN method (p = 2) with
60 samples as the minimum sampling density to ensure high interpolation accuracy even
under constrained resources. It is important to note that the optimal interpolation method
and sample size proposed in this study are the best configurations under the specific
conditions set forth in this paper, and there may be more effective configurations. When
employing spatial interpolation methods, it is crucial to thoroughly analyze the sample data
and repeatedly test and compare various interpolation techniques and parameters tailored
to the specific context of the study area to achieve the best spatial interpolation results.

5. Conclusions

This study presents an interpolation prediction framework that combines the Radial
Basis Function (RBF) neural network with Inverse Distance Weighting (IDW), referred to
as IDW-RBFNN. Essentially, IDW-RBFNN is a variant of the RBF method. Specifically,
IDW-RBFNN integrates the spatial data interpolation advantages of IDW with the RBF
neural network’s ability to handle complex nonlinear relationships, thus creating a novel
interpolation prediction framework.

IDW-RBFNN consistently maintains a low error rate in most cases, depending on
different power value (p) settings, even with a fixed number of data samples. The IDW-
RBFNN method demonstrates the highest interpolation accuracy for EC, NO3-N, and pH
across various parameters, while the OK method provides optimal accuracy for VWC.
Notably, in conditions of low sampling density for soil EC, the interpolation accuracy of
OK is significantly affected, whereas IDW-RBFNN maintains relatively low error rates.
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Considering interpolation accuracy and resource constraints, we recommend employ-
ing the IDW-RBFNN method (p = 2) with 60 samples as the minimum sampling density
to ensure high interpolation accuracy under limited resources. Due to the absence of a
universally optimal spatial interpolation method applicable to all situations, it is essential
to identify the best interpolation methods and sampling numbers for different regions. This
approach aids in determining the optimal sampling strategy under resource limitations,
reveals the sensitivity of various interpolation methods to data sparsity and heterogeneity,
and provides an effective tool for monitoring soil fertility in delta regions.

In practical applications, the IDW-RBFNN method has significant potential in pre-
cision agriculture, where it can optimize fertilizer application and irrigation practices by
providing more accurate soil condition predictions at unsampled locations. Furthermore,
by integrating this method with remote sensing data, such as UAVs or satellite sensors,
real-time soil condition maps could be generated to enhance resource management and
reduce environmental impacts.

Statement: The proposed IDW-RBFNN framework enhances the productive and
environmental sustainability of farmers in the study region by providing more accurate
spatial interpolation of soil parameters. This allows for precise management of soil fertility,
which is crucial for optimizing crop yields and reducing the use of chemical inputs such
as fertilizers. By improving the prediction accuracy of soil properties like NO3-N, EC, pH,
and VWC, the framework enables farmers to apply resources more efficiently, minimizing
environmental impacts such as nutrient runoff and soil degradation. Ultimately, this
contributes to more sustainable agricultural practices and supports the long-term viability
of farming in the Pearl River Delta region.
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