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Abstract: Mineral resources are of great significance in the development of the national economy.
Prospecting and forecasting are the key to ensure the security of mineral resources supply, promote
economic development, and maintain social stability. The methods for prospecting prediction
have evolved from qualitative to quantitative prediction, from empirical research to mathematical
analysis. In recent years, deep learning algorithms have gradually entered the attention of geologists
due to their robust learning and simulation ability in the application of prospecting prediction.
Deep learning algorithms can effectively analyze and predict data, which have great significance
in improving the efficiency and accuracy of mineral exploration. However, there are not many
specific examples of their application in mineral exploration prediction, and researchers have not
yet conducted a comprehensive discussion on the advantages, disadvantages, and accuracy of deep
learning algorithms in mineral prospectivity mapping applications. This paper reviews and discusses
the application of deep learning in prospecting prediction, highlighting the challenges faced by deep
learning in the application of prospecting prediction in data preprocessing, data enhancement, system
parameter adjustment, and accuracy evaluation, and puts forward specific suggestions for research in
these aspects. The purpose of this paper is to provide a reference for the application of deep learning
to researchers and practitioners in the field of prospecting prediction.

Keywords: mineral prospectivity mapping; deep learning; data enhancement method

1. Introduction

Mineral resources are the cornerstone of modern social and economic development
and are of great significance at the level of national strategic security. With the deepening of
mineral exploitation and the gradual formation of world trade barriers, the deep prospect-
ing prediction and exploration of strategic and pillar minerals have gradually become the
focus of attention of various countries and government agencies. As a technical means of
comprehensive utilization of geological, geophysical, geochemical, and other multi-source
information, mineral prediction mapping can effectively identify areas with mineral re-
source potential, so as to guide exploration activities, improve exploration efficiency, and
reduce costs.

The formation of the deposit is a long and complex process, which is influenced
by many factors. The basic geological information of the study area, such as geological

Minerals 2024, 14, 1021. https://doi.org/10.3390/min14101021 https://www.mdpi.com/journal/minerals

https://doi.org/10.3390/min14101021
https://doi.org/10.3390/min14101021
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/minerals
https://www.mdpi.com
https://orcid.org/0009-0009-3666-2560
https://orcid.org/0000-0003-4722-475X
https://orcid.org/0000-0002-0561-0938
https://doi.org/10.3390/min14101021
https://www.mdpi.com/journal/minerals
https://www.mdpi.com/article/10.3390/min14101021?type=check_update&version=3


Minerals 2024, 14, 1021 2 of 35

structure background, lithology characteristics, mineral types, alteration characteristics of
surrounding rock, geophysical and geochemical anomalies, and prospecting engineering
data, are the basis of prospecting and prediction research. The prediction of mineral re-
sources is supported by the theory of geological mineralization, and the comprehensive
analysis of the mineral geological data accumulated in geological survey is carried out to
summarize the metallogenic law and extract the metallogenic information, delineate the
prospecting potential area, and predict the amount of resources [1,2]. Early prospecting
prediction is mainly the prediction of the prospecting potential area or even target area, that
is, metallogenic prediction, which mainly relies on metallogenic theory, the metallogenic
system, comprehensive analysis of geological experience, and field geological survey to
carry out qualitative evaluation. Since the purpose of geological work is to pursue the
quantity and economic value of resources, the quantitative prediction method estimates
the quantity, value, and origin of undiscovered mineral resources by showing the eco-
nomic feasibility related to mineral resources, so the quantitative prospecting prediction
becomes inevitable.

In 1976, the International Union of Earth Sciences put forward the standard quanti-
tative method of resource prediction, and then with the wide application of geographic
information systems, quantitative prediction began to develop in the direction of math-
ematical geology. Quantitative evaluation based on mathematical statistical models can
process the data of complex statistical distribution characteristics, and can also explore
the potential nonlinear relationship between large-scale high-dimensional mineralization
information and ore deposits [3–5]. The model methods mainly include two types: one is a
knowledge-driven model, which relies on subjective expert understanding, and combines
experience with actual survey data to synthesize information and delineate prospective
areas, which is suitable for areas with insufficient exploration data (Table 1) [6–9]. The
American scholar Singer put forward the “three-part” metallogenic prediction method in
1993, emphasizing the comprehensive analysis of geologists’ subjective experience and
mining area geological exploration data [10]. Zhao Pengda put forward three prediction
theories of similarity analogy, difference seeking, and quantitative combined ore control in
1983 [11]. The second is the data-driven model [5–7,9], which is heavy on correlation and
light on causation, and is suitable for further exploration in areas where there is already
sufficient exploration data. Without considering the subjective factors brought by ore-
forming theory and the ore-forming system, a mathematical model is established to predict
mineral resources according to the relationship between various factors. The method of
metallogenic prediction based on a knowledge-driven metallogenic model has great advan-
tages in shallow surface and low geological exploration environments. However, with the
large-scale exploitation of the earth’s shallow minerals, the exploration of hidden and deep
deposits has gradually become the mainstream, the geological information has become
extremely complex due to the influence of factors such as mixing, compounding, covering,
and superposition [12], and the limitations of knowledge-driven methods have gradually
emerged. Common prospecting prediction model algorithms mainly include statistical
analysis methods such as the evidence weight method [13–15], information content method
and regression analysis [16,17], traditional machine learning algorithms such as the sup-
port vector machine [6,18–22] and random forest [5,22–25], and deep learning algorithms
represented by artificial neural networks, which provide an important theoretical basis for
metallogenic prediction. Through the data-driven model, we can obtain the apparent or
even hidden mineralization characteristics related to the formation of mineral resources
from massive data, determine the deep relationship between ore-forming elements and
mineralization, and help to optimize the existing ore-forming theory and prospecting tech-
nology. However, when dealing with complex geological data, the traditional method has
some problems, such as the limitation of the data dimension, difficulty in feature selection,
and low prediction accuracy. Therefore, further improving the accuracy and practicability
of metallogenic prediction has become one of the difficulties in metallogenic prediction.
In this context, deep learning, as a new technical means, has gradually attracted attention
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because of its ability to deal with complex relationships and nonlinear representation of
high-dimensional data.

Table 1. Comparison of several common metallogenic prediction methods.

Model Types Different Category Key Features

knowledge-driven
model

“three-part” metallogenic
prediction

delineate geologically feasible areas for prospecting; standard grade
tonnage model; metallogenic prospect area

similarity analogy, difference
seeking, and quantitative

combined ore control

similar geological environments have similar mineralization series and
deposits; geological anomalies leading to mineral deposits; geological

condition combination controls mineral deposits

data-driven model

evidence weight
combined with geological mineralization; graded weight of evidence; the

metallogenic prediction factors correspond to the metallogenic
conditions by evidence weight method

regression analysis quantitative extraction of ore-controlling factors; a posteriori probability
is calculated to evaluate the metallogenic potential

support vector machine the important factors which can correctly predict the ore deposit are
automatically selected from many metallogenic factors

random forest construct multiple decision trees and synthesize their outputs; dealing
with the complexity and uncertainty of mineral geological information

deep learning algorithms ability to process large amounts of geological data; automatic feature
extraction; excavate abnormal and potential deposits

Deep learning is characterized by continuous hierarchical representation learning and
it can handle nonlinear representations of complex relationships [26,27]. Unlike traditional
statistical methods, it does not require specific data distribution or independence assump-
tions, nor does it require in-depth study of deposit genesis or pre-analysis of geological
feature correlations [22,28]. By mining the high-dimensional abstract features of various
geological information, deep learning improves the comprehensive utilization rate of geo-
science big data, makes the prediction results more intuitive and objective, and has great
potential for processing nonlinear and high-dimensional earth science data [4,9,29]. There-
fore, deep learning is a set of popular techniques for metallogenic prediction. At present,
the algorithms used in the field of prospecting prediction mainly include the convolutional
neural network, recurrent neural network, deep autoencoder, adversarial neural network,
etc., which have been widely used in the fields of image and speech recognition. Among
them, convolutional neural networks are the most widely used, including LeNet, AlexNet,
VggNet, GoogleNet, ResNet, and other structures. The initial use of deep learning is for
image recognition, and the data type of the remote sensing image is an image. Therefore,
the remote sensing image has natural advantages as a data type of deep learning prospect-
ing. In addition, geochemical data is one of the most widely used data types for deep
learning. Xiong et al. [30] and Zuo et al. [31] successfully identified mineral-related geo-
chemical anomalies by applying deep autoencoders to regional chemical data. Li et al. [32],
Liu et al. [33,34], and Zheng et al. [35], respectively, used convolutional neural networks to
make prospecting predictions in the study area and achieved good results. The application
of deep learning algorithms in mineral prediction has made remarkable progress and
achievements. Although there are still challenges in using point data to capture complex
mineralization anomalies with spatial structure and high model complexity [36,37], its ad-
vantages in processing complex geological data and improving prediction accuracy make it
an important direction for future mineral prediction research and application. According to
previous studies, deep learning algorithms have been applied to various types of minerals
such as Au, Fe, Cu, W-Sn, Pb-Zn, REE, etc., with good effect, and their future application
prospects are very wide.

This paper aims to systematically review and summarize the latest research progress
and application of deep learning in metallogenic prediction. And no one has ever concretely
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summarized the advantages and possible limitations of deep learning compared to other
methods in mineral prospectivity mapping practice. By reviewing the current research
results, methods, and cases, the application prospects and existing problems of deep
learning technology in this field are discussed, helping researchers to understand the
current research hotspots and future development direction, and providing references for
research and application in related fields. The article’s structure is as follows. The first
section mainly introduces the data types and data formats used by deep learning in the
application of prospecting; the second section mainly introduces the main types of deep
learning algorithm models; the third section introduces several application examples of
deep learning in geological prospecting; the fourth section systematically summarizes the
outstanding problems and future development trends of deep learning in the application
of prospecting; and the fifth section concludes.

2. Data Foundation
2.1. Data Types

The types of data required for mineral prediction mapping mainly include geological
data, geophysical data, geochemical data, remote sensing data, and so on. These data types
play a crucial role in mineral prediction mapping and can help scientists and geological
experts better understand and predict the location and type of mineral deposits. Geological
data are the basis for mineral prospecting prediction, including information on petrology,
mineralogy, ore deposit geology, and ore-forming structures. These data help determine
geological structures and rock types, extract key geological information related to min-
eralization, delineate geological units as a basis for regional analogies, and thereby infer
potential mineral deposit locations. Geophysical data are obtained by measuring changes
in the Earth’s physical fields, such as gravity, magnetic force, and seismic wave data. These
data can reveal differences in the density and elasticity of underground materials, pro-
viding a comprehensive assessment of the Earth’s physical field within a selected area,
and thus helping to locate mineral deposits. Geochemical data are obtained by analyzing
the chemical compositions of soil, water, and rocks. Abnormal concentrations of specific
elements and compounds may indicate the presence of mineral deposits, and the anomaly
zones are delineated through the integration of various types of geochemical data within
the study area. Remote sensing data use satellite and aerial photography technology to
obtain information about surface features, helping to identify surface cover and vegetation
patterns, as well as alteration information related to mineralization, and delineate areas
with key information for mineralization. MPM involves combining all the data anomalies
to make mineral prospecting predictions within the study area.

The quality of the data we use has a significant impact on the results of our mineral
prospecting predictions. Therefore, when selecting data, we should pay attention to the
following issues:

(1) Accuracy of data. The accuracy of data directly affects the credibility of data analysis
and decision-making. If there are errors or biases in the data, it may lead to incorrect
decision-making and analysis results.

(2) Integrity of data. Collecting more complete data can lead to more accurate mineral
deposit prediction, such as specific information about known mineral deposits.

(3) Accuracy of data. In geological work, geological mapping, geophysical prospecting,
geochemical prospecting, and remote sensing are all carried out at a certain scale. In
practical work, the higher the precision and resolution, the more beneficial it is for
predicting results.

(4) The timeliness of data. As the times change and people’s perceptions evolve, some
data may become outdated, so we need to regularly filter the data we collect.
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2.2. Geological Database
2.2.1. Strata and Magmatic Rocks

Strata are closely related to ore deposits, and many ore deposits are formed in specific
strata or stratigraphic combinations. The role of strata in the ore-forming process is as
follows: (1) the migration channel of ore-forming fluid; (2) enrichment sites of ore-forming
materials. In strata-controlled skarn deposits, ore-forming materials are deposited in the
weak zone of strata, and the occurrence of ore bodies is often the same as that of strata. For
example, the widely distributed strata-controlled skarn deposits, such as Dongguashan and
Shizishan in Anhui Province, China, are preserved in the Silurian–Triassic strata, and the
occurrence of ore bodies is controlled by strata [38,39]. The formation of some ore deposits
is due to material exchange between strata and magmatic rocks, and ore-forming materials
are enriched. At this time, strata closely related to ore-forming formations are also the
characteristics that need to be paid attention to in prospecting and prediction. For example,
the formation of the famous Huangshan magmatic copper–nickel sulfide deposit in the
Central Asian orogenic belt is closely related to the Carboniferous and Jurassic strata [40,41].
For the sedimentary deposit, the strata are the ore-forming material itself, such as limestone,
gypsum rock, and so on. The main geological information includes the mineralizing strata,
ore-forming strata, controlling strata, rock texture and dip, mineral composition, geological
age, distribution of igneous rocks, types of intrusive rocks, distribution of granite, control
of mineralization by intrusive bodies, and so on. One of the limitations of geological data is
that geological bodies are oriented in a certain way, and predicting in plain view is affected
by the distribution of surface geological bodies.

Magmatic activity is closely related to the formation of ore deposits, and magmas
provide the heat and some ore-forming materials needed for mineralization. Most mag-
matic deposits are directly related to magmatic rocks, such as the Bushveld magmatic
Cu-Ni-PGE sulfide deposit in South Africa [42] and the Jinchuan Cu-Ni sulfide deposit
in Gansu Province, China [43]. Their mineral sources and occurrence beds are located
in magmatic rocks. Hydrothermal deposits are generally formed near the contact zone
between magma and surrounding rock, such as the world-famous Cerro Verde super-large
porphyry copper–molybdenum deposit in Peru [44] and the Mactung skarn schetungstate
deposit in Canada [45].

2.2.2. Geological Structure

Geological structure is the most important ore-controlling factor at all scales from
molecular to lithosphere [46]. The formation of mineral deposits is usually closely related to
the tectonic framework, and the known large deposits in the world are often controlled by
regional tectonic structures. The fluid flow and mineralization of the hydrothermal system
are mainly controlled by the fault zone framework and its permeability structure [47].
From the perspective of the relationship between ore deposits and the tectonic environ-
ment, the distribution and occurrence of ore deposits and ore bodies usually have the
following characteristics:

• Metallogenic magma and fluid often migrate along geological weak surfaces (fault
plane, fold plane, shear zone, etc.);

• The structural plane (fault plane, fold plane, shear zone, etc.) is the main channel of
heat source and the main place where heat exchange occurs;

• The repeated sliding of faults drives rapid changes in fluid pressure, velocity, and
stress. When the induced fluid channel growth destroys the dynamic balance of the
fluid system, the resulting rapid fluid depressor becomes the key driving factor for
metal precipitation and mineralization [47];

• Metallogenic material precipitation often occurs in the weak structural plane and near
the contact zone between the weak plane and the surrounding rock.

The location of ore deposits is often controlled by structural features. For example, the
occurrence of the Withnell gold deposit in Australia is mainly controlled by the Mallina
shear zone [48], and the formation of the Jiaodong gold deposit is mainly controlled by
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regional faults such as the Jiaojia Fault and Zhaoping Fault, which are formed in the
extensional tectonic background [49].

The structure plays an important role in the formation of the deposit. With the increase
in the distance from the tectonic plane, the fluidity of the fluid decreases, the heat loss
increases, and the formation of the deposit becomes difficult. Therefore, the structure
plays an important role in controlling and guiding the mineralization process, and the
study of the structural characteristics is of great significance for prospecting and prediction.
Structural information typically includes mineralizing structures, host structures, structures
controlled by faults, folds, deep-seated faults, and so on. Like geological data, the defect of
structural data is that structural surfaces have dips, and predicting in plain view is affected
by the distribution of structures on the ground.

2.3. Geophysical Data

Geophysics is a comprehensive discipline that uses gravity exploration, magnetic
exploration, electrical and electromagnetic exploration, seismic exploration, radioactive
exploration, aerial geophysical exploration, and other methods to detect and analyze
the material inside the Earth. Geophysical exploration provides detailed information of
underground structure and material distribution, helps researchers to understand the
deep dynamic process of mineralization and the crustal structure that determines the
spatial distribution of ore deposits, reveals the spatial distribution of ore-forming and
ore-controlling geological elements, and provides necessary intrinsic information for deep
prospecting. The comprehensive application of a variety of geophysical methods provides
a choice of method for the deep exploration of polymetallic deposits, and also plays a
great role in the “transparency” of deep prospecting [50]. The geophysical method plays a
particularly important role in the prospecting prediction of covered areas.

The theoretical basis of electrical exploration is the controlled factors of the electrical
properties of rock (ore) or geological bodies, their action rules and IP effect [51], and the
data types mainly include the numerical information of electrical conductivity and the
dielectric property. When using resistivity data, it is necessary to select the resistivity
interpretation chart with appropriate depth to reduce the error caused by the quality of the
data itself. Magnetotelluric measurements of the resistivity of underground rocks can help
identify conductive rock bands that may have mineralized prospects, and can also provide
information about the depth and shape of conductive bands, but the magnetotelluric
method is limited by itself, which may cause interference in the process of signal acquisition
and processing. In addition, the electromagnetic method depends on natural field sources,
whose strength and stability may affect the accuracy of data. The gravity data layer can
provide valuable information about changes in rock density under a particular area, and
can also provide information about the depth and thickness of the overlying sedimentary
cover, and areas with thin sedimentary layers are more likely to have exposed rock units,
which makes rock detection and sampling easier [52]. The aeromagnetic anomaly is usually
regarded as one of the signs of mineralization, and it is necessary to process the raw data
by the magnetic anomaly pole method to eliminate the dipolarity of the magnetic anomaly.
Spectral gamma rays in aerial geophysical methods, due to their fast coverage and low unit
area survey cost, can infer the concealed mineral and structural features related to mineral
deposits, thus standing out from other geophysical methods [53,54].

The Victoria deposit in Sudbury, Canada was discovered by the inversion of various
geophysical methods, despite decades of traditional geological work failing to uncover
it [55]. Due to its location in the plains covered area, the syenite-type magnetite deposit
discovered in recent years in the Qihe–Yucheng area of Shandong Province was also
delimited by geophysical prospecting profiles, including magnetic prospecting and gravity
prospecting, based on the abnormalities in the results of geophysical prospecting profile
inversion [56]. Gold Potentiality Mapping of the Atalla Area and its environs in Egypt was
established by the geological work combined with spectral gamma-ray data [53].



Minerals 2024, 14, 1021 7 of 35

In summary, geophysical exploration plays an irreplaceable role in ore prospecting.
Through reasonable selection and comprehensive application of different geophysical explo-
ration methods, the underground ore body can be effectively identified and located, and the
efficiency and success rate of ore prospecting can be improved. The study and application
of geophysical data is of great significance to modern mineral resources exploration.

2.4. Geochemical Data

Geochemical data is the most common type of data used by researchers in geological
survey and prospecting prediction. In the study of geological bodies and mineral resources,
geochemical background and anomaly play a key role. The distribution map of geochem-
ical data reflects the superposition field of geological bodies and mineral resources with
different properties and grades [4,57].

Geochemical point data collected from stream sediments, lake sediments, soils, and
rocks are important for discovering undiscovered deposits and monitoring environmental
change [58]. In addition, geoelectrochemical survey is an unconventional comprehensive
prospecting method to obtain geochemical information by geophysical means, which has
a high application prospect in prospecting, especially in covering areas combined with
other geological data [59–62]. In traditional research, the application of geochemical data
is often based on the causal relationship between known mineralization and geochemical
characteristics. However, due to the changes in geochemical data caused by water–rock
reaction, weathering and denudation, and crustal movement, researchers may overlook the
key role of some geochemical anomalies in mineralization [31,33].

In the 20th century, American geologists conducted geochemical surveys in the Carlin
area of Nevada and found high anomaly zones of Au, As, Hg, Sb, and Ti, thus discovering
and defining Carlin-type gold deposits [63]. The Hadamengou gold deposit in China was
located by Au anomaly based on the geochemical survey of the 1:100,000 gold deposit area
in Inner Mongolia, and the resources exceeded 100 tons [64].

In addition, in many areas with a high research degree, traditional logging data
and geochemical logging data are abundant, these data can also be applied to geological-
geophysical and geochemical exploration data according to their data types, and these data
are also of great significance in data analysis [65,66]. However, it should also be noted that
there are certain limitations to the earth chemical data from the data collection to the data
processing and interpretation.

2.5. Remote Sensing Image Data

The appearance of remote sensing satellite technology makes the “space-air-ground”
integrated monitoring become a reality, and provides a strong support for the exploration
of mineral resources. Remote sensing images are widely used in the field of geological
exploration for their convenience, speed, and economy. As a member of big data, remote
sensing images are more and more applied in the prospecting work of the majority of
scholars. Remote sensing satellites can provide a wide range of high-resolution image
data. Through multispectral and hyperspectral imaging technology, spectral information
of different bands can be captured, which helps to identify the mineral composition and
characteristics of the surface; and especially important, remote sensing can efficiently and
accurately detect altered minerals related to the hydrothermal process that formed the de-
posit [67,68]. In remote sensing data, spectral characteristics related to electronic vibration of
different minerals are different, which brings convenience to mineral identification [69,70].
In addition, remote sensing satellites can regularly acquire image data of the same area,
making dynamic monitoring possible. Compared to other data, remote sensing data can
accurately identify mineralization anomalies, cover hard-to-reach areas, reduce costs, and
improve efficiency.
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The formation of mineral deposits is often accompanied by various forms of hydrother-
mal alteration, including magnetite alteration, pyritization, sericitization, sulphidization,
carbonatization, chloritization, and so on. In practical applications of using remote sensing
techniques for mineral deposit prediction, the extraction of hydrothermal alteration, espe-
cially OH-bearing minerals and iron oxides, is the most mainstream application method.
Ali et al. [71] used ASTER, Advanced land imager, Landsat8, and Sentinel 2 datasets to iden-
tify hydrothermal alteration and delineate mineral prospecting areas in the eastern desert
region of Egypt, which showed good consistency with the aeromagnetic, radiometric, and
geochemical data. The Olympic Dam gold–copper–uranium deposit in Australia has not
been well explored by geological and geophysical exploration methods, but great progress
has been made after analyzing and comparing regional geological characteristics and geo-
physical data with remote sensing images. The mineralized area exceeds 20 km2 and the
proved ore amount reaches 2 billion tons [72]. Dazhuyuan bauxite in the north Guizhou
region is an important bauxite-producing area in China. Researchers used Landsat-8 and
ASTER image data to analyze ground vegetation, rock strata distribution, rock types, and
other information, which became an important means of bauxite exploration [73,74].

When using remote sensing data, in addition to paying attention to the resolution
of the data, it is also important to choose data with less environmental interference, and
it should be noted that the choice of information extraction method can lead to vastly
different analysis results.

3. Deep Learning Technology

Deep learning refers to machine learning based on deep neural network models and
methods, represented by an artificial neural network, and it can effectively identify the
features and data types that have invisible associations with mineralization in mineral
prediction, making up for the shortcomings of general machine learning algorithms [4]. The
artificial neural network is an algorithmic mathematical model that mimics the behavior
characteristics of biological neural networks to process complex data input with distributed
and parallel information [75], and defines the variables in the network and their topological
relationships in a structured way [34]. With the continuous development of deep learning,
more and more deep learning algorithms are applied in prospecting prediction, which has
become a hotspot and frontier of research. This paper uses “mineral prospectivity mapping”
as the topic in the Web of Science (WOS) database, obtains 260 journal articles, uses “deep
learning” and “mineral prospectivity mapping” as the topic in the WOS database, and
obtains 90 journal literature, respectively. There was a total of 27 journal articles on the
topic of “Deep learning prospecting and prediction” in the CNKI database. The time range
of the literature was from 1 January 2000 to 1 April 2024, and the retrieval time was 15 April
2024. The retrieved data were downloaded in the full description format with references
for subsequent processing.

All the literature was imported into Citespace software 6.3 for analysis, and the
results are shown in Figure 1. From the results of the Chinese literature analysis, the most
important keywords mainly include “deep learning”, “machine learning”, “geochemistry”,
etc. From the timeline, “machine learning” and “unsupervised learning” have always
been the hot content of research, and geochemical data is a commonly used data type.
In terms of the English literature, “machine learning”, “mineral province”, and “deep
learning” are the main keywords, focusing on the application of deep learning algorithms
in prospecting and prediction, and taking into account the comparison with traditional
machine learning algorithms and the mining of geological data types. The following
introduces the algorithms which are widely used in prospecting prediction and which have
made some research progress.
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3.1. Deep Autoencoder

An autoencoder (AE) is an unsupervised feature learning network that utilizes a
backpropagation algorithm so that the target output value equals the input value. The
autoencoder consists of an input layer, a hidden layer, and an output layer. After the
input layer is input, the data are compressed and encoded in the hidden layer to enhance
the characteristics of the data, and then decoded [30,76]; the encoding Formula (1) and
decoding Formula (2), respectively, are

Z = φ(Weθx) (1)

X = WDZ = WDφ(Weθx) (2)

where x represents the training data (including bias), We represents the encoder, φ repre-
sents the activation function, and Z represents the output value. WD represents the decoder,
which translates the output value to the input value. Since the input data and output
values of the autoencoder model unit follow the basic logic of a single real neuron [77], the
decoding operation process function is an identity function to obtain the output value and
the encoded input value.

The Deep Belief Network (DBN) was proposed by Hinton in 2006. It is a probabilistic
generation model composed of stacked constrained Boltzmann sets. By training the weights
between neurons, the whole neural network can generate training data according to the
maximum probability [30,78,79]. The deep autoencoder (DAE) is developed on deep belief
networks. First, a model is trained to learn the pattern distribution of the sample, the sample
is reconstructed by minimizing the difference between the output value and the input value,
and then the sample with a high reconstruction error is identified as an anomaly.
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The autoencoder can train samples without difference, reduce the extraction of irrele-
vant feature information, and it has a good effect on data dimensionality reduction [4,80].
Since the autoencoder has a high reconstruction error for abnormal samples and a low
reconstruction error for background samples, it has good applicability in processing geo-
physical, geochemical, and remote sensing data and can quickly identify data anomalies.
According to the metallogenic law and prospecting practice, the formation and discov-
ery of the deposit are small probability events. Anomalies in the data associated with
mineralization often belong to low-probability samples, which have little contribution to
the autoencoder, so their coding and reconstruction will be poor and have relatively high
reconstruction errors [29,30,81]. We can use these data with large reconstruction errors to
identify outliers in ore prospecting and prediction.

3.2. Generative Adversarial Network

As a deep generative model, the generative adversarial network (GAN) model is
composed of a generative network and a discriminant network. The generative network
generates samples close to real samples by learning the distribution of data. The discrimi-
nant network is used to evaluate whether the samples are from real samples or generated
samples. The two neural network models continue to perform the binary minimax game
until the antagonism between the two networks reaches a Nash equilibrium, often used
for processing complex, high-dimensional data [82]. Compared with the traditional au-
toencoder framework, the discriminator added by the generative adversarial network
framework has the function of regulating feedback and guiding the generator [29]. For the
basic framework of generating adversarial networks, the formula is

L(D) = E[logD(x)] + E[log(1 − D(G(z))) ] (3)

L(G) = E[log(D(G(z))) ] (4)

Formula (3) is the discriminator loss function, Formula (4) is the generator loss function,
x represents the real data, z represents the noise, G stands for generative model, D stands
for discriminant model, and G(z) represents the output of an input noise after generating
the network; the generator’s goal is to generate data very close to the real data, that is,
D(G(z)) as close as possible to 1.

In the process of deep learning, the finiteness and unbalance of geological exploration
data often lead to large model errors or strong overfitting characteristics. Using the genera-
tive adversarial network to enhance data processing is very suitable to solve the problem
of the small number of positive samples of geological data. When processing data with
unbalanced positive and negative samples, generative adversarial networks can capture
complex patterns and dependencies in the original geological data to generate high-quality
sample data [52,83,84]. Farahbakhsh et al. [84] used the generated adversarial network
to generate high-quality samples that closely mimic the distribution of underlying data
to increase the number of positive samples in the model, effectively solving the problem
of unbalanced training data caused by insufficient positive samples in geological data.
Wu et al. [52] used conditional generation adversarial networks to add appropriate labels
to the initial random noise, generate synthetic samples similar to the original geological
data, adjust the distribution of positive and negative samples, and improve the quality of
data. The data set model enhanced by the generated adversarial network shows better
robustness, the accuracy of the training set and the test set reaches a high level, and the
model has better anti-overfitting ability.

The image generated by the generative adversarial network is clearer in the course of
training, but it is prone to modal collapse and gradient disappearance [80]. The generative
adversarial network also lacks an effective reasoning mechanism, and its data are often
difficult to perform an abstract reasoning process with. Some studies have used the
correlation between the generative adversarial network and deep autoencoder to train
its reasoning ability [85]. Therefore, when predecessors used the generative adversarial
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network for prospecting prediction, they often used its super ability to generate sample
sets for data enhancement operations, and the subsequent prospecting prediction modeling
process used other deep learning algorithms. Therefore, when predecessors used the
generative adversarial network to make prospecting predictions, they often used its super-
strong sample generation ability to enhance the data, and the generated data had better
consistency with the original data. On this basis, the researchers combined it with other
deep learning methods to make prospecting predictions.

3.3. Convolutional Neural Network

The convolutional neural network (CNN) is a deep feedforward artificial neural
network classification method in machine learning, which adopts the idea of the local
receptive field, and time or space subsampling, and has the characteristics of translation
invariance and shared weight structure, which significantly reduce the number of free
parameters in the network. The advantage of the convolutional neural network is that it
cannot only learn the overall features of the data, but also learn the local features of the data,
and these local features also have a certain correlation. By extracting the features of the
deposit data layer by layer, the correlation between mineralization factors and the deposit
can be obtained [4,86]. The convolutional neural network is based on images, and the
multi-source geological data and remote sensing data used in prospecting prediction can be
easily unified into the image format, which provides basic conditions for the convolutional
neural website in prospecting prediction [87].

A basic convolutional neural network structure generally includes an input layer,
convolutional layer, pooling layer, fully connected layer, and output layer. The input
layer takes the original meshed data as the input data. Since the input layer data are not
processed, and the hidden layer part cannot be manually intervened, the convolutional
neural network avoids the influence that may be brought by the subjective cognition of
researchers and their own limitations [34,76,86,88]. Pooling is to compress and converge
the data features completed by convolution, reduce the calculation amount, and extract the
main features of the data [89]. Two pooling methods are generally selected: average pooling
and maximum pooling [86]. Average pooling has relatively low hardware requirements,
can reduce the convolutional layer to obtain data redundancy, and retains the diversity
of geological features as much as possible. Maximum pooling can highlight the most
significant features, reduce the complexity of calculation, and enhance the robustness of
the model [9,90]. In the fully connected layer, every node is connected with all the nodes
of the previous layer, and the features extracted from the convolutional layer and pooling
layer are integrated to achieve feature mapping and classification at the end of the network.
The essence of the fully connected layer is a backpropagation neural network [86,88,91].

The general process of the convolutional neural network for prospecting prediction
includes the following: data collection and collation—generation of training set, verification
set, test set—model construction—training and validation—determination of prospecting
prediction region. Since there are many kinds of geological data, convolutional neural
networks can fully mine the deep relationships between different kinds of data, which
brings great help to the full utilization of data. Therefore, the convolutional neural network
is widely used in geological prospecting and prediction.

3.4. Recurrent Neural Network

In the field of deep learning, recurrent neural networks (RNNs) with recurrent con-
nections are capable of processing variable length sequence inputs, modeling sequence
data for sequence recognition and prediction, storing information using cyclic iterative
functions, and capturing contextual information well. To realize transient dependency
learning, the research object is mainly sequence data, such as text, time series data, etc. [92].
The recurrent neural network consists of an input layer, hidden layer, and output layer.
In the process of use, people find it difficult to establish long-term dependency, so pre-
decessors have designed more complex activation functions to solve this problem. The
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most important methods include Long Short-Term Memory (LSTM) (Figure 2) and Gated
Recurrent Unit (GRU) [93–95]. LSTM is specifically designed for analyzing sequence data,
and its main idea is to make predictions through cyclically connected memory units and
three key gate units in each memory block (i.e., forgetting gate, input gate, and output gate).
Gates are a way to selectively retain or forget information through activation functions [96].
GRUs have gated units that regulate the flow of information within the unit, but do not
have separate storage units, showing better performance on smaller data sets [97].
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Recurrent neural networks focus on learning the interaction between variables that
interact with each other and have the potential to integrate highly correlated geological
features for prospecting prediction. LSTM is capable of capturing contextual information
within sequences, which complements the limitations of the CNN in context sequence
modeling and is the first choice for interpreting geochemical elements related to genesis [99].
This advantage of the recurrent neural network plays a very important role in the use of
text-based geological data, which can integrate the original data and extract important
information related to mineralization.

4. Application of Deep Learning in Mineral Prospectivity Mapping
4.1. Application of DAE

The deep autoencoder encodes the input data, and the decoder reconstructs the output
from the encoding. Because the small probability sample has little contribution to the
autoencoder and a high reconstruction error, it has a good advantage in the identification
of geochemical anomalies.

Xiong et al. [30] used the deep autoencoder algorithm to identify geochemical anomaly
data. Firstly, the deep autoencoder network was constructed, the improved unsupervised
building module (Continuous Restricted Boltzmann Machine) was selected as the basis
of the deep autoencoder, and the initial weights were pre-trained. Attempts were made
to find and enhance correlations between visible and hidden cell values, creating neural
networks. The gradient descent technique was used to adjust the network in order to
minimize reconstruction errors. Secondly, data preprocessing was carried out, the drainage
sediment geochemical data in the study area were selected as the basic data, the closure
problem of the basic data was processed by using isometric logarithmic transformation,
and the measured values were normalized to the range [0, 1]. Then the model was trained
and the parameters were adjusted. Finally, the identification of geochemical data anomalies
was carried out. Xiong et al. [30] believe that when applying the deep autoencoder, it is
necessary to focus on the setting of learning rate and iteration number, as well as the size
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of the hidden layer of the geochemical data. When the reconstruction error is minimal
and stable, the autoencoder network and its corresponding parameters are optimal for the
modeling of geochemical samples. The results show that the geochemical high anomaly
area accounts for 2.4% of the total area and 31.5% of the total known iron deposits (Figure 3).
The medium anomaly area accounts for 34.1% of the total area and 68.4% of the known iron
reserves. Compared with the recognition results of the constrained Boltzmann machine,
the results of the deep autoencoder have similar spatial distribution characteristics, which
proves that the deep autoencoder has a good ability in geochemical anomaly recognition.

Minerals 2024, 14, 1021 13 of 36 
 

 

drainage sediment geochemical data in the study area were selected as the basic data, the 
closure problem of the basic data was processed by using isometric logarithmic transfor-
mation, and the measured values were normalized to the range [0,1]. Then the model was 
trained and the parameters were adjusted. Finally, the identification of geochemical data 
anomalies was carried out. Xiong et al. [30] believe that when applying the deep autoen-
coder, it is necessary to focus on the setting of learning rate and iteration number, as well 
as the size of the hidden layer of the geochemical data. When the reconstruction error is 
minimal and stable, the autoencoder network and its corresponding parameters are opti-
mal for the modeling of geochemical samples. The results show that the geochemical high 
anomaly area accounts for 2.4% of the total area and 31.5% of the total known iron deposits 
(Figure 3). The medium anomaly area accounts for 34.1% of the total area and 68.4% of 
the known iron reserves. Compared with the recognition results of the constrained Boltz-
mann machine, the results of the deep autoencoder have similar spatial distribution char-
acteristics, which proves that the deep autoencoder has a good ability in geochemical 
anomaly recognition. 

 
Figure 3. Spatial relationship between geochemical anomaly maps obtained by DAE and iron ore 
deposit locations (modified from [30]). 

The deep autoencoder plays an important role in identifying anomalies, but the type 
of anomaly data associated with prospecting prediction requires researchers to analyze 
the geological evolution process, that is, the judgment of expert experience is needed as 
the basis for data adoption. When the autoencoder is used for metallogenic prediction, the 
abnormal regions are often extracted incorrectly due to the high noise of the original data, 
so some methods need to be used to suppress the noise and reconstruct the error. Research 
showed that increasing the number of hidden units in the deep autoencoder network can 
effectively reduce the error between the input data and the generated output value, but 
this method will greatly increase the risk of overfitting of the model [81], so we need to 
adjust the parameters repeatedly when using it. 

4.2. Application of CNN 
The convolutional neural network is the most widely used deep learning algorithm 

in mineral prospectivity mapping at present, including LeNet, AlexNet, VggNet, Goog-
leNet, ResNet, U-Net, and other structural types. The main difference between types lies 
in the structure and depth of the network (Figure 4). The LeNet structure is relatively 
simple, and people usually choose the Sigmond function or Tanh function as the activation 
function. Liu et al. [33] applied the convolutional neural network based on LeNet to mine 

Figure 3. Spatial relationship between geochemical anomaly maps obtained by DAE and iron ore
deposit locations (modified from [30]).

The deep autoencoder plays an important role in identifying anomalies, but the type
of anomaly data associated with prospecting prediction requires researchers to analyze the
geological evolution process, that is, the judgment of expert experience is needed as the
basis for data adoption. When the autoencoder is used for metallogenic prediction, the
abnormal regions are often extracted incorrectly due to the high noise of the original data,
so some methods need to be used to suppress the noise and reconstruct the error. Research
showed that increasing the number of hidden units in the deep autoencoder network can
effectively reduce the error between the input data and the generated output value, but this
method will greatly increase the risk of overfitting of the model [81], so we need to adjust
the parameters repeatedly when using it.

4.2. Application of CNN

The convolutional neural network is the most widely used deep learning algorithm in
mineral prospectivity mapping at present, including LeNet, AlexNet, VggNet, GoogleNet,
ResNet, U-Net, and other structural types. The main difference between types lies in the
structure and depth of the network (Figure 4). The LeNet structure is relatively simple, and
people usually choose the Sigmond function or Tanh function as the activation function.
Liu et al. [33] applied the convolutional neural network based on LeNet to mine the cou-
pling correlation between the distribution characteristics of elements and the underground
placement space of the ore body, and the accuracy rate reached 93%. Xu et al. [100] used
the CNN of the LeNet structure to effectively learn the relationship between geological,
geophysical, and geochemical data and deposit distribution locations, and the results
showed that 90% of known gold deposits were distributed in prospective areas, accounting
for only 15% of the studied area. During training, temporarily dropping certain units in
the neural network from the network according to a certain probability is Dropout. The
AlexNet structure is deeper than the LeNet structure, uses the ReLu function as an acti-
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vation function to reduce gradient disappearance [101], and performs data enhancement
during training, adding Dropout to suppress overfitting. Li et al. [102] used the CNN of the
AlexNet structure to learn the internal relationship between geochemical data, sedimentary
strata, structure, water system, and other geological information and the location of ore
occurrence, and delineated the metallogenic prospect area, and the verification accuracy
rate was 86.21%. Li et al. [103] predicted sedimentary manganese ore prospecting in the
Songtao–Huayuan area based on the AlexNet network, and obtained a classification model
based on the CNN, with an accuracy of 88.89%. VggNet [9,104] has a simple structure
and reduces the number of weights by stacking multiple 3 × 3 convolution cores instead
of large convolution cores. It also uses ReLU as the activation function after the fully
connected layer to suppress overfitting, which is highly applicable. The GoogleNet struc-
ture, designed by the Google team in 2014, can extract features from different convolution
kernels of feature images in parallel, enriching the information contained in multi-scale
feature maps. Multi-source geological data provide the basis for features to integrate
feature information with the GoogleNet structure, making this method more suitable for
prospecting and prediction [87,105]. ResNet was proposed by He et al. [106] in 2016, aiming
to introduce a deep residual learning framework to solve the problem of training accuracy
degradation by adding residual structure. ResNet artificially makes certain layers of the
neural network skip the connections of the next layer of neurons, connecting the layers
separately, weakening the strong connections between each layer. By combining input and
output, ResNet effectively alleviates the loss of geo-information caused by convolution
operations, and also plays a positive role in solving the problem of gradient disappearance
or explosion in deep networks [107,108]. U-Net is a completely updated convolutional
neural network with an encoder–decoder structure. The encoder extracts features through
convolution, pooling, etc., and gradually reduces the input dimension. According to the
data provided by the encoder, the decoder can repair the detailed features to improve the
accuracy. Its advantage are that the required training data are smaller, the result is more
accurate, and it has an advantage in the processing of small-scale data [109–111].
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The Nanling area is one of the most important non-ferrous metal metallogenic belts in
China, and tungsten tin is the dominant mineral. There are several world-class tungsten tin
deposits in this area, such as the Xihuashan tungsten deposit, Dachang Tin deposit, and
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Shizhuyuan tungsten deposit [112]. Li et al. [36] made use of multivariate data in the area
and adopted the convolutional neural network model to make prospecting predictions.
The selected data layers included the following: granite and fault; local gravity anomaly
closely related to W-Sn ore mineralization; distribution of W, Sn, Bi, Be, Pb, Ag, Mo, and
Zn geochemical elements. The buffer zone was delimited according to the distance of the
granite and fault, respectively, and the buffer zone map was generated. The geophysical and
geochemical data were mapped according to inverse distance weights. Due to insufficient
training samples of geological data, the researchers used sliding windows and random
zero noise for data enhancement.

Since there are many channels in the geological data layer, the traditional convolutional
neural network is complicated to calculate and it is not easy to automatically extract key
channel information. A feature of the human visual system is to selectively focus on
highlighted parts of the entire scene to better capture the visual structure. Therefore,
researchers add an attention mechanism based on the characteristics of the human eye
after the convolutional layer to obtain the channel attention graph, which enhances the
representation of key features and weakens the performance of channels with low weight
values. Its network structure is shown in Figure 5.
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Combined with the data enhancement method, the researchers built four models
separately: a sliding window CNN model, a random zero noise CNN model, an attention-
adding mechanism CNN (ATT-CNN) model using a sliding window, and an ATT-CNN
model using a random zero noise; a receiver operating characteristic curve (ROC) and an
area under ROC curve (AUC) were used to evaluate the accuracy of the prediction model.
The experimental results(Figure 6) show that the AUC value of the ATT-CNN model using
the sliding window is the highest (0.987), followed by the ATT-CNN model using random
zero noise (0.971), the CNN model using the sliding window (0.970), and the CNN model
using random zero noise (0.964). This shows that the performance of the convolutional
neural network model has been improved after the addition of the attention mechanism,
and the recognition ability of important data layers has been enhanced, which provides a
good example for prospecting prediction in other areas.

The following problems should also be paid attention to when using the convolutional
neural network for prospecting prediction modeling: the size of the grid, the size of the
convolutional kernel, the number of layers, the learning rate, and the number of iterations.
The smaller grid can make better use of the existing data and make the calculation more
accurate, but it will lead to excessive calculation. If the grid is too large, it cannot effectively
use all the data, resulting in reduced accuracy [102]. Zuo [58] studied the size of the
output unit and proved that different grid sizes have certain effects on the concentration
distribution of geochemical anomalies and the texture structure of different geochemical
types. Complex neural networks do not necessarily improve the accuracy of the model.
Sun et al. [22] found that in artificial neural networks, the mean squared error of the model
does not decrease significantly with the increase in the number of neurons. The learning
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rate will affect the convergence rate of the model. If the learning rate is too small, the
convergence speed will be fast, and if the learning rate is too large, it is difficult to reach
the extreme point [9]. In practical application, it is necessary to consider the density and
cartographic scale of different types of data samples, and carry out continuous debugging
to select the appropriate mesh size, convolutional kernel size, neural network layer number,
learning rate, and other parameters.
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4.3. Application of RNN

The recurrent neural network has the ability to integrate highly correlated geologi-
cal features, is very friendly to geological data in geological prospecting and prediction,
and has a good application prospect in research areas with abundant geological data.
Wang et al. [96] made use of geological, geochemical, and geophysical data in the study
area to carry out weight function analysis based on the singularity of deposit location, and
built a long and short term memory network model for the evidence layer. The results
showed that all known deposits fell in the high prospect area, and 10% of the prospect area
accounted for more than 90% of the iron ore deposits. By combining LSTM with the CNN,
Wang et al. [99] focused on the inherent feature representation of adjacent samples and the
contextual association information learning of geochemical variables, and captured 96% of
the granite in 15% of the study area, providing a new idea for the identification of regional
geological features and contributing to the mineral prospectivity mapping of areas with
insufficient mapping.

The Baguio District of the Philippines is one of the most important gold deposits in
the world, with proven gold reserves of more than 800 tons, and the gold deposits are
mainly volcanic epithermal deposits. Yin et al. [97] used four types of geological data
within the region, such as NE faults, NW faults, Agno magmatite margins, and porphyry
intrusive contact zones, as data layers to build models, built buffers and converted grids
from the four types of geological data, and used nonlinear control functions of geological
characteristics to assign artificial values to grids in all buffers. The data enhancement
method was used to generate sufficient samples.
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The GRU model in the recurrent neural network was selected to build the model,
which includes a cyclic layer, a dense layer, and an activation layer. Its network structure is
shown in Figure 7.
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When using recurrent neural network algorithms, the ordering of the evidence layers
is critical to the accuracy and predictive power of the final model, and since the GRU
can process sequence data through special cyclic states, 24 different input orders can be
selected for the four geological evidence layers to model. By analyzing the accuracy, AUC
value, Kappa value, Matthews correlation coefficient (MCC), and recall rate of 24 different
order models, the researchers determined the optimal evidence layer ranking. The results
(Figure 8) show that the sequence beginning with the porphyry intrusion contact zone has
better accuracy, while the sequence ending with the porphyry intrusion contact zone has
the worst accuracy. In the mineral potential map, the extremely high anomaly area contains
18 deposits, accounting for only 19.23% of the surface, showing good accuracy.
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The experimental results show that the known gold deposits are mainly distributed in
the extremely high and high occurrence areas after the classification of the prospect map
generated by the GRU by the quantile discontinuous method. The results of the success
rate curve evaluation show that the GRU method has better prediction ability.
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4.4. Application of GAN

Generative adversarial networks are well suited for enhancing geological data, as they
can effectively address the problem of having fewer positive samples. When dealing with
imbalanced datasets, generative adversarial networks (GANs) can capture the complex
patterns and dependencies present in the original geological data and generate high-
quality sample data. GANs can generate fake samples that follow the same population
distribution pattern as real samples. GANs have been successfully used in fields such as
image processing and earth science.

In the process of actual prospecting work, it is hard to obtain enough positive samples.
Jordão et al. [113] proposed a geological model for generating borehole samples, realizing
the automatic division of the ore body geological domain based on borehole data by GANs.
Li et al. [114] used GANs to enhance geochemical data from rare earth deposits in southwest
Jiang, China, and made quantitative measurements of the quality of the augmented data.
The test results show that GANs can extract advanced features of real samples and support
the synthesis of enhanced data from random inputs.

Guo et al. [115] used a hybrid deep learning method called the SMOTified GAN to
detect geochemical anomalies associated with mineralization, which uses SMOTE to gener-
ate positive samples, helping to improve the quality of GAN regenerated positive samples.
Firstly, a bagging algorithm was used as the integration construction technology and elm
as the base classifier as the infrastructure. Secondly, the SMOTified GAN oversampling
technique was used to oversample positive samples of geochemical exploration data. Fi-
nally, the generated data were used to determine the thresholds for the classification of
geochemical anomalies associated with polymetallic mineralization.

The results (Figure 9) show that the high-level anomaly of model recognition is
23.64%. Moreover, the geochemical anomalies associated with polymetallic mineralization
in the three identified abnormal areas are highly consistent with the regional geological
characteristics and polymetallic metallogenic characteristics of the study area.
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4.5. Application of Mixed Algorithm

Deep learning has a strong ability in data mining, and different deep learning algo-
rithms have slightly different capabilities and focuses in practical applications. With the
continuous development of traditional machine learning and deep learning algorithms, the
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combination of different algorithms has become the main way for researchers to avoid their
own defects.

The deep autoencoder can be directly used for prospecting prediction. However,
since the noise of its own data is generally large, and the prediction results are easily
affected by noise, combining it with the convolutional neural network can help eliminate
the influence of noise. Zhang et al. [116] use the Convolutional Autoencoder (CAE) to learn
meaningful abstract representations of multi-source geographic information at different
scales, and determine the degree of influence of reconstruction errors of each data variable
by reducing the removal of evidence variables. The types of geological data that have a
greater influence on the reconstruction error are analyzed and the factors that have a greater
correlation with mineralization are determined. The core of the CAE is to combine the
convolutional operation with the autoencoder structure to form the convolutional encoder
and the convolutional decoder, so as to optimize the training results. The success rate curve
shows that the predicted potential mineralization area accounts for 23.8% of the study area
and contains 77.8% of known gold deposits.

Xie et al. [80] used the combination of the autoencoder and the GAN to conduct
metallogenic prediction in the Lhasa area, which not only ensured the stability of the
training process, but also ensured the clarity of the training results. The AUC value of the
model reached 0.95. The Convolutional neural network mixed the channel information
in the process of feature extraction. The combination of the CAE and CNN [29,116] can
remove the data types in the evidence layer that have little influence on the reconstruction
error, and determine the factors with greater correlation with mineralization. The prediction
accuracy AUC value can reach 0.863 and 0.908 in the two regions, respectively.

In order to solve the problem of the lack of labeled data in deep learning algorithms,
Li et al. [114] proposed a data enhancement method based on generative adversarial net-
works, used the enhanced data to carry out research on the convolutional neural network
algorithm, and conducted prospecting prediction analysis on rare earth deposits in south-
ern Jiangxi Province, China. The results (Figure 10) show that the GAN can learn the
internal structural features of real samples, and can synthesize enhanced data from random
inputs. The model training accuracy reaches 99.7%, and the validation accuracy reaches
98.9%. The research also shows that although “black box” is a problem that deep learning
cannot avoid, the analysis of prediction results combined with geological and geochemical
data can show the reliability and accuracy of deep learning algorithm application.
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The combination of different algorithms will provide more ideas and methods for
mineral prospectivity mapping.

5. Discussion
5.1. Preprocessing of Geological Data

Geological data are generally text data, geophysical and geochemical data are often
point data, and remote sensing data are image data. Different data types need to be
preprocessed in different ways when prospecting predictions are made. The uses of various
data types are shown in Table 2.

Table 2. Applications of different data types in MPM.

Data Type Application Examples

Strata and magmatic rocks Gao et al. [25], Li et al. [117], Li et al. [118], Li et al. [114], Xie et al. [80], Farahbakhsh et al. [84]

Geological structure Li et al. [117], Li et al. [118], Yang et al. [87], Zhang et al. [116], Yang et al. [9], Yang et al. [4],
Wu et al. [52], Xie et al. [80], Farahbakhsh et al. [84]

Geophysical data Li et al. [117], Li et al. [36], Xie et al. [80], Farahbakhsh et al. [84]

Geochemical data

Xiong et al. [30], Zuo et al. [31], Chen et al. [119], Zhang et al. [81], Li et al. [102], Li et al. [117],
Luo et al. [120], Yang et al. [87], Zhang et al. [29], Gao et al. [107], Yang et al. [9], Yang et al. [4],

Li et al. [37], Li et al. [114], Fu et al. [27], Wu et al. [52], Li et al. [36], Xie et al. [80],
Farahbakhsh et al. [84]

Remote sensing image data Zhao et al. [98], Zidan et al. [68], Fu et al. [27], Farahbakhsh et al. [84]

Geological data generally do not include digital information, and it is difficult for
machine learning algorithms to read these text data; geological data use generally two
types of methods. One is to select ore-controlling strata and magmatic rocks closely related
to mineralization as geological data sources, define different lithologies as different values,
and simply classify according to lithology; strata and magmatic rock data mostly adopt
this method. Zheng et al. [35] classify different strata according to 1, 2, 3. . . The unknown
geologic body is coded as 0, and the lithology value directly defined during grid training is
taken as the grid value. The other type is interpolated according to the distance between
strata, structures, and known deposits, the buffer distance is delimited according to the
distance size, and the distance value is used directly as the grid value. Researchers often
measure the impact of geological formations using the distance from the target location to
the structure, converting the data into a distance buffer map that retains distance, position,
and orientation information in an image that the machine can recognize. The types of buffer
distance graph mainly include the discrete buffer distance graph and continuous buffer
distance graph. In the discrete buffer distance graph, the same distance value is in the
same “step size” [117,121,122], which simplifies the distance information and makes the
calculation more convenient, but this method will reduce the accuracy of the construction
information expression. The continuous buffer distance graph uses the continuous value to
represent the distance between the target point and the structure, and the result is more
accurate and complete [9,22]. Xiong et al. [121], Sun et al. [22], and Yang et al. [9] used
the continuous buffer distance to measure the influence range of the geological structure,
which better preserved the detailed information of the geological structure in the image,
and improved the ability of deposit prediction. In addition, Sun et al. [22] also used the
distance between the magma intrusion contact site and the target location and the density
of regional faults as the evidence layer of geological characteristics to participate in the
modeling. Li et al. [102] used convolutional neural networks to explore the coupling
relationship between geological data such as strata, faults, and water systems in the study
area and the mining area. In addition, using a natural language model to process earth
science text has certain potential in mineral prospect modeling, and has been used in some
meaningful applications [123].
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It is worth noting that in the process of geological data application, most researchers
did not consider the comprehensive use of the relevant characteristics of the whole process
of deposit formation, such as source, transport, trap, sedimentation and enrichment, weath-
ering and denudation, etc., and the data types selected were relatively simple, which may
have a certain impact on the predicted results. Therefore, it is also necessary to strengthen
the exploration of the content, method, and form of geological data types used in deep
learning prospecting.

The interpolation of point data sets into raster plots is a common method in geochemi-
cal mapping, and the most common method is inverse distance weighted interpolation. The
inverse distance weighted interpolation method takes the distance between the interpola-
tion point and the sample point as the weighted average, and the closer to the interpolation
point, the higher the weight [27]. The data of geochemical discrete points can be interpo-
lated into the geochemical continuous concentration map, which has a good smoothing
effect on the original data. In the past, various univariate or multivariate geochemical sta-
tistical analysis methods were used to describe geochemical data and anomalies, requiring
normal or lognormal distribution of geochemical data; otherwise, geochemical anomalies
could not be correctly identified [81]. In fact, the formation of mineral deposits is a rare
event, and the basic requirement of normal or lognormal distribution of geochemical data
cannot be guaranteed. Traditional multivariate statistical methods often lose their function
when dealing with geochemical data under complex conditions, but deep learning algo-
rithms can learn the deep-level evidence information in the data without data processing.
Sometimes geochemical data are the composition of a certain substance, for example, H is a
part of H2O, the content of H is correlated with H2O, and the contribution of H to statistical
analysis is very likely to represent the contribution of H2O to statistical analysis, which will
lead to closure problems in multivariate statistical analysis [124]. The researchers used the
method of isometric logarithmic ratio transformation to process the raw data.

In addition, geochemical data of rocks or mineral deposits, such as major trace ele-
ments, hydrogen and oxygen isotopes, Re-Os isotopes, U-Th-Pb isotopes, Sr-Nd isotopes,
etc., are not stable and representative of in situ data due to their sampling locations and
sampling principles different from grid sampling of ordinary geophysical and geochemical
data. Therefore, this type of data is generally not used. However, when part of the data
has in situ data characteristics and has a certain correlation with mineralization, it can be
selected as a feature of deep learning to participate in the calculation.

The geochemical data often come from or are close to the earth’s surface and may
not necessarily include key ore-controlling geological factors, which can lead to a poor
MPM result [125]. Li et al. [102] made use of the method of coupling geochemical data with
geological data, projected the information of geological data onto geochemical data, and
used deep learning to make better use of geochemical data for prospecting and prediction,
achieving good results and providing us with new ideas for using geological data.

Remote sensing data itself has the characteristics of multi-dimensional numbers, un-
even noise, and so on, which brings many problems to data processing. However, deep
learning can extract useful features from massive remote sensing data, and has great poten-
tial in mineral deposit classification and prospecting prospect prediction. The recognition of
remote sensing images related to mineralization mainly includes the recognition of a linear
ring structure and the recognition of surrounding rock alteration. Zidan et al. [68] used the
deep learning algorithm of the CNN to extract hydrothermal alteration regions related to
porphyry copper deposits based on ASTER images, and delineated the scope for further
determining the potential areas for prospecting. Sun et al. [22] used the iron oxide alteration
and mud alteration obtained from Landsat ETM+ images as evidence layers and other
geological data to conduct deep learning modeling and delineate the prospecting target
area, providing an important basis for further prospecting and exploration. Fu et al. [27]
used the CNN algorithm based on GF-5 remote sensing images, ASTER images, and geo-
chemical data to predict the mineral prospect area in the Duolong region of Tibet, and
used alteration minerals such as dolomite and kaolin, identified by the short-wave infrared
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band, as the evidence layer to construct the CNN model for prospecting prediction. The
results show that the alteration zone extracted from remote sensing images has good indi-
cation significance for prospecting prediction. Therefore, the processing of remote sensing
data mainly uses a variety of image processing techniques to extract geological structure
information and alteration information as data layers for deep learning modeling.

By summarizing the previous studies, we find that geochemical data, geological data,
and remote sensing data are widely used in prospecting prediction, the research methods
are increasing, and the varieties are becoming more and more abundant. As an impor-
tant means of prospecting and exploration, geophysical methods have more and more
diversified physical property types and data forms. As geophysical methods play an
increasingly important role in deep prospecting, geophysical data as the evidence layer
of deep learning algorithms can help improve the accuracy and generalization ability of
the model. Sun et al. [22] used gravity data, aeromagnetic exploration data, and resistivity
data in the Tongling area of Anhui Province, China to generate a magnetic anomaly pole
map, lithology density map, −800m resistivity interpretation map, and other geological
data as data layers. Based on the source, transport, and storage processes of mineralization,
the support vector machine, random forest, and machine learning algorithms were used to
model and analyze the ore prospecting prediction, the ore prospecting prediction in the
study area was evaluated, and the favorable metallogenic prediction area was delineated.
Wang et al. [96] used aeromagnetic data combined with regional granite mass, regional
major faults, and geochemical data to predict the iron ore prospecting potential in Fujian
Province, China, and the results showed the feasibility and reliability of prospecting predic-
tion by using aeromagnetic data. However, due to the multi-solution of geophysical data,
there are still some limitations in geological prospecting prediction, and the application
of geophysical data in deep learning prospecting is not extensive enough. The next step
is to combine geophysical data with geological data to improve the coupling ability of
geophysical data and ore deposits.

5.2. Improvement of Data Enhancement Method in Mineral Prospectivity Mapping

Machine learning for prospecting prediction is essentially a binary classification prob-
lem, and the result is to classify each area as promising or unpromising [18,22]. In areas
with few ore deposits or where no ore deposits have been found, there are not enough
data samples to reach the amount of data required by deep learning, and there is poor
extraction of ore-related features, poor generalization ability of the resulting model, and
even non-convergence of prediction results. Therefore, sufficient training samples are the
key to the success of the model. In order to ensure the robustness of the model, the positive
and negative samples in the sample set need to be relatively balanced. However, in reality
and prospecting practice, the samples with ore deposits are much larger than the samples
without ore deposits, resulting in the imbalance between positive and negative samples.
Due to the small number of geological data samples, it is an urgent problem to enhance
them in machine learning algorithms.

Data enhancement is the use of a series of methods to expand the amount of data to
overcome the lack of deep learning training samples. The traditional data enhancement
methods generally use inversion, distortion, rotation, clipping, and other deformation
operations to increase the number of samples, but in geological prospecting work, these
methods cannot increase the effective training samples, and may even make the final result
progress in the opposite direction. Therefore, researchers continue to develop more feasible
data enhancement methods in geological work, mainly including the sliding window,
clipping and patching, adding random noise, etc., and with the development of deep
learning, the CAE and GAN can also play an important role in data enhancement due to
their excellent data generation capabilities. Table 3 lists the application of different data
enhancement methods in prospecting prediction.
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Table 3. Application of different data enhancement methods.

Data Enhancement Application Examples

Sliding window Li et al. [37], Li et al. [36]
Adding random zero noise Li et al. [117], Yang et al. [4], Li et al. [36], Wu et al. [52]

Clipping and repairing Yang et al. [9]
Pixel-to-feature Zhang et al. [126]

Autoencoder Zhang et al. [116]

Sliding window is a commonly used data enhancement method. Core areas are
selected at each evidence layer in turn, a window smaller than the core area is used to
slide in the area for resampling, and then resampling results of each evidence layer are
combined. The generated window remains in the core area until the required number
of samples is generated. The advantage of sliding windows is that new data can carry
all the information in the original evidence layers and resampling. Wu et al. [52] use
sliding window technology to enhance data samples and solve the problem of scarcity and
imbalance of label data in deep learning environments.

Adding random zero noise is another processing method. By adding zero noise points
to the original evidence layer and combining the original evidence layer to achieve the
purpose of increasing data, this method can maintain the original geographical location,
correlation, and other relative information of the data, and can maintain the integrity of
the data and highlight the overall characteristics of the data. However, it is necessary to
consider the ratio of random zero noise when using it. Adding different ratios of zero noise
will make the generated sample data carry different characteristics. The purpose of adding
zero noise is to generate more samples to expand the data, and from the experience of
previous people, the random noise ratio is set between 5% and 10% for the best effect.

In addition, Brandmeier et al. [127] increased the number of training samples by
disturbing the location of the deposit and adding data points around the real deposit.
Yang et al. [9,87] used a clipping and repairing method to generate additional training
samples. This method not only ensured that the expanded sample data and the test
data had similar deposit indication characteristics and deposit location, but also ensured
that the expanded sample data and the test data had different combinations of multi-
source geographic information in different spatial locations, which has a good reference
significance. Zhang et al. [126] used the pixel-to-feature method to reassemble the pixels of
the sample to generate enough training samples.

With the development of deep learning algorithms, researchers use the GAN and other
algorithms based on sample data to generate more usable sample sets, which can retain
deeper features in the original samples. Wu et al. [52] add random noise to the original
data, combine corresponding label information from real samples to generate basic data,
and use the generated adversarial network for data enhancement, which is essentially a
comprehensive application of adding random noise and the GAN. Li et al. [114] also used
the GAN to enhance the geochemical data, which achieved good results.

5.3. Deep Learning in Mineral Prospectivity Mapping

Compared with traditional statistical analysis methods such as the evidence weight
method, information content method, regression analysis, support vector machine, random
forest, and other traditional machine learning algorithms, deep learning can directly extract
key features from the original data without the need for manual design or selection in
advance. By building multi-level neural networks, deep learning is able to capture nonlinear
relationships in data, so it has strong data fitting ability, which makes deep learning
achieve better results when solving complex problems. When the geological data are
comprehensively utilized, the number of channels is large, and the deep learning algorithm
can fully meet the practical application of prospecting prediction. Fu et al. [27] used remote
sensing images and geochemical data to make prospecting predictions of the Duolong
porphyry copper mine in Xizang, China. The AUC value of the CNN model was 0.982,
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which was better than that of random forest and the support vector machine (0.973 and
0.959, respectively). Wang et al. [96] conducted prospecting prediction in iron ore deposits
in Fujian, China. According to the success rate curve, the recurrent neural network and
logistic regression model accounted for more than 90% and 80% of iron ore deposits,
respectively, in 10% prospective areas, and the linear regression results were significantly
better. According to previous studies, deep learning algorithms have been applied to
various types of minerals such as Au, Fe, Cu, W-Sn, Pb-Zn, REE, etc., with good effect, and
their future application prospects are very wide.

In the field of mineral prospectivity mapping, the application of deep learning algo-
rithms is gradually increasing, which significantly improves the efficiency and accuracy
of mineral resource exploration. Different algorithms are suitable for different application
scenarios because of their unique advantages. For example, GANs are mainly used in
data enhancement, DAEs are used in data enhancement and denoising, RNNs are widely
used in text information extraction and time series data analysis, and CNNs are widely
used in geological image analysis and processing to identify mineralization features and
geological structures due to their excellent performance in image processing, providing an
important basis for prospecting prediction. Table 4 lists the application examples of deep
learning algorithms in prospecting prediction. In terms of data volume, compared with
traditional statistical analysis methods, deep learning has a very strong data processing
ability, and geological data processing of mineral deposits, mining areas, and regions can
be completed. The number of iterations, learning rate, and batch size of deep learning are
greatly affected by the quality of the original data. Due to the imbalance of positive and
negative samples, data noise, and other problems in the original data, it is often necessary
to conduct several iterations to stabilize the model. From the perspective of model accuracy
of deep learning, the AUC value is generally greater than 0.8, and in convolutional neural
networks, the AUC value can even reach more than 0.98, which is far more accurate than
traditional algorithms. It can be seen that deep learning algorithms have the ability to mine
deep features in complex data and hidden associations between data.

Table 4. The practical application of different algorithms in mineral prospectivity mapping.

Algorithm Data Volume Epoch AUC Learning Rate Batch Size

DAE

6682 data [30] 100 [80] 0.9 [31] 0.001 [80] 16 [80]
9041 data [81] 200 [30,31,81] 0.85 [81]

36 data layers [119]
39 data layers [31,128]

0.89 [116,119,128]
0.8

CNN

5488 data [32] 40 [52] 0.95 [116] 0.01 [107,126] 12 [27]
7234 data [107] 50 [27] 0.97 [87] 0.0005 [36] 32 [107]
9041 data [116] 30 [36] 0.958 [9] 0.00001 [114] 64 [36]

9 data layers [116] 100 [116,120] 0.944 [126] 0.00005 [52] 128 [99,126]
11 data layers [9,36,87] 120 [107] 0.982 [27]

14 data layers [52] 500 [32] 0.987 [36]
17 data layers [27] 1000 [9,87]

21 data layers [102] 1200 [114]
39 data layers 2000 [114] data

GAN

5 data layers [120] 10 [117] 0.863 [29] 0.001 [80] 16 [80]
14 data layers [52] 40 [52] 0.0001 [29] 64 [117]

100 [29,80] 0.00001 [117] 128 [29]
2000 [114] 0.00005 [52]

RNN
13,740 data [99] 200 [96] 0.0001 [99] 1 [97]

50 bands [98] 600 [99] 0.0005 [98] 3 [96]
44 data layers [96] 1000 [97,98] 128 [99]

However, we should also note that deep learning algorithms have certain limitations,
specifically including the following questions:
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(1) The support for the algorithm by textual geological data. Deep learning algorithms
need to convert some text information into numerical information for computation. In
the application of geological information, the data can only be displayed, but a lot of
geological information will be discarded. For example, when applying fault data, the
distance between different positions and faults will be reflected, but different types of
faults will not be reflected, which is unreasonable in geological understanding. Natural
language processing (NLP) is a branch of computer science and artificial intelligence
that studies how computers understand, generate, and translate human language.
RNNs can process sequence data and are particularly effective for natural language
processing tasks, so the application of RNNs in geological data can be increased in
future research.

(2) The research on geological data enhancement methods. Data enhancement can enrich
data, but the large-scale use of data enhancement methods will increase the complex-
ity of training, sometimes resulting in some categories being “over-enhanced”, and
others being ignored, resulting in an imbalance between categories. Nowadays, many
scholars try to use the combination of transfer learning and deep learning for rock and
ore analysis and mineral prospecting prediction [108,129–131]. The robustness and
generalization ability of transfer learning are proved, the convergence speed of deep
learning is accelerated, and the learning efficiency of the prospecting prediction model
is enhanced. So, we believe that the use of transfer learning and the adversarial gener-
ation network in the future will greatly improve the reliability and logic of enhanced
data, which will greatly improve the accuracy of prospecting prediction.

(3) Avoidance and treatment of model overfitting. Overfitting often occurs when testing
with a small number of training sets, and will greatly affect the test results and the
performance of the model. The most direct way to improve the performance of
neural networks is to increase the number of parameters such as depth and network,
but this will make it easier for the updated network to reach the overfitting state,
especially when the number of positive samples, such as in prospecting prediction,
is limited. At present, in other fields, the methods to solve the overfitting of deep
learning models mainly include data preprocessing, simplifying the model structure,
adding regularization terms, adding Dropout layers, and adjusting model parameters.
In mineral prospectivity mapping, the application of Dropout layers has achieved
good results. Krizhevsky et al. [101] solve the overfitting problem by increasing the
number and size of layers while using the method of Dropout. Li et al. [117] believe
that increasing the number of layers and parameters will increase the computational
amount of learning, and adding Dropout can reduce the training time during the
training process with a large amount of data. Moreover, from the application point of
view [90], after using Dropout, the hidden neurons no longer depend on the existence
of other hidden neurons, and the co-adaptability with other neurons decreases, which
has a good effect on solving the overfitting problem. In the next research process, the
diversity of data can be increased in the data preprocessing process, and the learning
rate, batch size, and other parameters in the model can be adjusted in time.

(4) Adjustment of parameters of the model. In some research examples, we can see that
researchers often need to constantly try to modify various parameters, such as the
learning rate, the epoch, the batch size, and so on, according to the size of data or the
quality of data to obtain better prediction results. This is because the deep learning
model needs to optimize the performance of the model by adjusting parameters
during the training process, so that it can better fit the training data and generalize to
the unseen data. Therefore, we may need to continue to strengthen the self-adaptive
research of the model, so that the model can automatically adjust parameters according
to the original data and the target.

(5) The choice of backbone architecture and the effectiveness of different deep learning
algorithms. Convolutional neural network is the most widely used deep learning
algorithm in mineral prospectivity mapping at present, including LeNet, AlexNet,
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VggNet, GoogleNet, ResNet, U-Net and other structural types. The most common
methods of recurrent neural networks include Long Short-Term Memory (LSTM) and
Gated Recurrent Unit (GRU). We need to choose the backbone architecture and deep
learning algorithms according to the actual situation.

(6) The explanation of the model “black box” mechanism. The “black box” mechanism
of deep learning cannot know about the drivers of underlying phenomena and pro-
cesses [125], so the interpretability of model outputs, the relationship between data
input and output, and the internal operation mechanism need further study. At
present, the Google DeepMind team is exploring the “black box” mechanism in deep
learning from the perspective of cognitive psychology [132], but there is still a long
way to go. To enhance the explainability of deep learning, Fu et al. [27] used the
SHAP library in Python to explain the individual output results of deep learning. The
results showed that the different types of data selected for distinguishing between
the presence and absence of minerals in the study area are of significantly different
importance. Many scholars have found that the predictive results of deep learning are
not as good as those of SVM or random forest algorithms in some cases, and a major
reason for this is the type of data used [4,22].

5.4. Accuracy Evaluation Method in Mineral Prospectivity Mapping

Accuracy is the proportion of samples with correct prediction in all samples [36],
and accuracy can directly reflect the proportion of correct classification; the calculation of
accuracy is very simple. However, in the process of mineral prospectivity mapping, the
number of samples with ore is often small, and the accuracy rate will lose its significance
due to the extreme imbalance of positive and negative data. Therefore, other evaluation
methods are often used in the prediction and evaluation of prospecting.

The recall rate represents the proportion of positive samples predicted correctly in
all positive samples, and precision represents the proportion of positive samples with
correct prediction and all samples with correct prediction. Generally, the recall rate and
precision are combined, and the harmonic mean of the recall rate and precision (F1 value)
is used for comprehensive evaluation. The recall rate and precision index are suitable for
the binary classification index, and it is a binary classification calculation model that we
need to determine whether there is an ore deposit in prospecting prediction, so the recall
rate and precision index are suitable for prospecting prediction and evaluation.

R =
TP

TP + FN
(5)

P =
TP

TP + FP
(6)

F1 =
2PR

P + R
(7)

R represents the recall rate, P represents the precision, TP represents the number of
actual true predictions that are true, FN represents the number of actual true predictions
that are false, FP represents the number of actual false predictions that are true, and F1
represents the harmonic mean of the recall rate and precision.

Accuracy function and loss function can also be used to evaluate the accuracy of deep
learning. A better effect needs a smaller loss function and a higher accuracy [35]. Generally,
the receiver operating characteristic curve (ROC) and Area Under the Curve (AUC) are
used for accuracy evaluation.

TPR =
TP

TP + FN
(8)

FPR =
FP

FP + TN
(9)
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TPR represents the true rate, FPR represents the false positive rate, and TN represents
the number of predictions that are false and actually false. It can be seen from the formula
that TPR is the same as the recall rate.

The vertical coordinate of the ROC curve is the true rate, and the horizontal coordinate
is the false positive rate. The TPR is the probability of being judged to be true in the true
sample, and the FPR is the probability of being misjudged to be true in the false sample.
The advantage of the ROC curve is that in the evaluation process, it is not necessary to add
a number as the judgment value of the evaluation, and the accuracy level of the prediction
results can be analyzed only according to the below-line area.

The Kappa coefficient is the proportion of correct classification after the removal of
accidental coincidence probability, and the calculation formula of the Kappa coefficient is

kappa =
Po − Pe
1 − Pe

(10)

Po is the accuracy of prediction, that is, the consistency of model prediction results and
actual classification results. Pe is accidental consistency, that is, the consistency between
two variables (in this case, the classification result and the validation sample); even if the
two variables are completely independent, it will not be 0, and there are still cases where
chance causes the two variables to be consistent. Using the Kappa coefficient to evaluate
the reliability of prospecting prediction models can often increase the difference between
different models and make the advantages of models more prominent.

The predicted area curve composed of the prediction rate and area rate is another
method of accuracy evaluation. The intersection point of the two curves of deposit pro-
portion and occupied area proportion is taken as the evaluation standard. When the
intersection point of the two curves is closer to the top position, it means that more deposits
are contained in fewer areas, indicating that the prediction effect is more ideal [4,87,133,134].

In mineral prediction, researchers often use the success rate curve to evaluate the
accuracy of the prospecting prediction model with the success rate of known deposit
prediction, in which different slopes represent different ore-forming potentials, and the
steeper the slope, the more deposits are captured in smaller areas [4,135]. The higher the
success rate and the more deposits captured in a smaller area, the higher the accuracy of
the model and the better the prediction effect.

The accuracy rate is the proportion of correctly classified samples in the total samples,
it is easy to understand and explain, and in the case of a relatively balanced number
of positive and negative samples, accuracy can better reflect the overall performance of
the model. However, when the number of positive and negative samples is unbalanced,
the accuracy will be biased towards the majority class, which may lead to insufficient
recognition ability for the minority class. The accuracy rate cannot reflect the ability of the
model to recognize positive and negative samples alone, so it is necessary to evaluate the
performance of the model in combination with other indicators. The recall rate measures
how many truly positive samples the model is able to identify and is very sensitive to
unbalanced data sets. However, the recall rate may ignore the ability to identify negative
samples, and in the binary classification problem, different thresholds will lead to different
recall rates, so it is necessary to choose the appropriate threshold according to the specific
situation. The PR curve (precision rate–recall curve) is used to evaluate the performance
of the model in a specific category, especially a few categories [96]. It has recall as the
horizontal axis and precision as the vertical axis. The recall rate represents the proportion
of all positive samples that are correctly judged to be positive; the accuracy rate represents
the percentage of all samples judged to be positive that are actually positive. The PR
curve has higher sensitivity when dealing with unbalanced data sets, so it has a good
application prospect for accuracy evaluation in mineral prospectivity mapping. The ROC
curve is mainly used to evaluate the performance of classification models, especially in
binary classification problems, which can provide for the performance of models under
different thresholds. The Kappa coefficient is mainly used to evaluate the model accuracy
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of multiple classification problems, especially when the consistency between evaluators
is more common. Success rate curves can be used to show how the model performs at
different thresholds, providing more detail. Nowadays, ROC and AUC, the predicted
area curve, and success rate curve are widely used, respectively, in prospecting prediction
activities (Table 5).

Table 5. Application of different accuracy evaluation methods in MPM.

Accuracy Evaluation Method Application Examples

Accuracy Brandmeier et al. [127], Yang et al. [9], Yang et al. [4], Li et al. [37], Yin et al. [97],
Li et al. [114], Fu et al. [27]

Recall rate, Precision, and F1 Sun et al. [22], Chen et al. [128], Li et al. [102], Yin et al. [97], Wang et al. [96], Yang et al. [9],
Yang et al. [4], Gao et al. [107], Li et al. [36], Zidan et al. [68], Wu et al. [52]

ROC and AUC

Gao et al. [25], Zuo et al. [31], Xiong et al. [122], Chen et al. [119], Chen et al. [128],
Zhang et al. [81], Chen et al. [119], Chen et al. [128], Sun et al. [22], Zhang et al. [29],

Luo et al. [120], Luo et al. [120], Zhang et al. [116], Gao et al. [107], Yin et al. [97], Yang et al. [9],
Yang et al. [4], Yang et al. [4], Nathwani et al. [136], Li et al. [36], Xie et al. [80], Fu et al. [27],

Wang et al. [99]

Kappa Rodriguez-Galiano et al. [135], Gao et al. [25], Sun et al. [22], Shirmard et al. [67], Yang et al. [4],
Yin et al. [97], Yang et al. [9], Li et al. [36], Wu et al. [52]

Predicted area curve Xiong et al. [122], Sun et al. [22], Shirmard et al. [67], Zhang et al. [29], Yang et al. [9],
Yang et al. [4], Li et al. [36]

Success rate curve Zuo et al. [137], Zuo et al. [138], Rodriguez-Galiano et al. [135], Gao et al. [25], Xu et al. [100],
Li et al. [118], Wang et al. [96], Yin et al. [97], Yang et al. [4], Yang et al. [9], Wang et al. [99]

At the same time, the confusion matrix, mean squared error series, and Brier score
are often applied to deep learning tasks. The confusion matrix is a specific table used to
visualize the performance of an algorithm, showing how the actual class compares to the
predicted class. The overall performance of the model can be assessed by size; the larger the
value on the diagonal, the better. But the confusion matrix may not work well for extremely
unbalanced data sets, as the performance of a few classes may be overshadowed by the
performance of the many classes. Therefore, it is necessary to use this method carefully
when making prospecting predictions. Mean squared error (MSE), Root mean squared error
(RMSE), and Mean absolute error (MAE) are used to measure the difference between the
predicted value and the actual value. The smaller the MSE and RMSE, the more accurate
the model prediction, while MAE directly reflects the average level of prediction error.
MSE is very sensitive to large deviations between predicted and actual values. Since the
errors are squared, larger errors will be penalized more severely, which helps the model
better capture and reduce these large errors. MSE, RMSE, and MAE are very sensitive to
small probability metallogenic events, but they are widely used in regression problems,
reflecting the overall error level of numerical prediction, so these evaluation methods can
be used carefully in future studies about mineral prospectivity mapping. The Brier score
is the mean square error of the difference between the forecast probability and the actual
result, and is often used to evaluate the degree of calibration and accuracy of probabilistic
models; the closer to 0 the prediction is, the better the prediction is. The Brier score is
sensitive to the change in predicted value near 0 or 1, which has a good application space
in deep learning prospecting prediction. Prediction accuracy evaluation methods are
varied. In practical application, in order to avoid various curves that may exist in a single
accuracy evaluation method, several different accuracy evaluation methods can be used to
comprehensively judge the reliability of the model. In the future, we also need to continue
to try to apply various other accuracy assessment methods to deep learning in mineral
prospectivity mapping.
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In addition, we need to consider the influencing factors of accuracy evaluation. By
summarizing the previous research process, we believe that the accuracy of the results is
mainly affected by the following reasons:

(1) Type and accuracy of data. The correlation between the data and the ore deposit and
the number of data types affects the prediction accuracy. Yang et al. [9] selected three
kinds of geological data and eight kinds of geochemical prospecting factors, for a total
of 11 predictive variables, to predict gold deposits in Fengxian County in China by
the CNN, and the training accuracy was 1.00. Liu et al. [33] only selected Pb in the
geochemical element to predict lead–zinc ore deposits in Anhui, China, and a training
accuracy of 0.93 was obtained. The accuracy of the data affects the prediction accuracy
all the same. Li et al. [117] selected 1:200,000 geochemical data to use for mineral
prospectivity mapping in the southwestern Fujian Province, China, and the accuracy
was 0.95. Using 1:50,000 stream sediment geochemical survey data, Fu et al. [27]
predicted the deposit with an accuracy of 0.993. The study of Zuo [58] shows that the
size of different scales has a slight influence on metallogenic prediction.

(2) The number and distribution of known deposits. It is clear that the number of known
mineral sites in the study area determines the prediction results. More importantly, due
to the spatial heterogeneity of the deposit itself, the spatial distribution characteristics
of known deposits also affect the prediction results. Therefore, collecting more com-
prehensive ore deposits in the study area will be helpful for prospecting prediction.

(3) Types of algorithms. The metallogenic systems and processes under different re-
gional frameworks are discrepant, so we should select the data type according to the
characteristics of the study area to be used for metallogenic prediction, then select
targeted deep learning algorithms according to different data characteristics. Luo
et al. [120] efficiently extracted anomalies from geochemical data using the GAN, and
the corresponding AUC was 0.893. Wang et al. [96] used a Long Short-Term Memory
network to extract and integrate the deep-level geological prospecting information
among the weighted evidence layers, and almost all known iron ore deposits de-
veloped in delineated high prospective areas. We believe that the selection of deep
learning algorithms should rely on the comprehensive consideration of data types and
regional characteristics.

Therefore, when applying deep learning to mineral prospecting mapping, we should
first collect data comprehensively and accurately to ensure that the type of data is compre-
hensive and the accuracy is reliable, and then carefully consider the selection of data and
the application of methods according to the distribution characteristics of known deposits.

6. Conclusions

As a new data-driven model, deep learning algorithms can directly extract key features
from the original data by building multi-layer neural networks, which can capture nonlinear
relationships and demonstrate powerful data fitting capabilities. At present, they are
widely used in geological prospecting and prediction, and applied to a certain extent in
various ore deposits, with good results and optimistic prospects for future application.
Compared with traditional prospecting prediction, deep learning algorithms have obvious
advantages, and different types of deep learning algorithms, including the DAE, CNN,
RNN, GAN, etc., have enhanced the development of prospecting prediction methods to
varying degrees, and are of great significance to mineral development. Integrated methods
currently used in exploration projects, such as integrated geophysical inversion methods
and joint optimization methods, can also be integrated with deep learning in mineral
prospectivity mapping in the future.

Multivariate geological data, data enhancement, and deep learning algorithms are
three important components of deep learning-based mineral prospectivity mapping. How-
ever, at present, there are some challenges in mineral prospectivity mapping using deep
learning, mainly including the poor quality of geological basic data, the applicability of data
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enhancement methods, the interpretability of deep learning algorithms, and the selection
of prediction accuracy evaluation methods.

The application of deep learning in prospecting prediction is very effective, the
prospect is objective, and it can provide new ideas for future prospecting. The main re-
search directions of future deep learning in mineral prospectivity mapping are the category
extension and processing method of geological data, the further study of data enhancement
methods, and the comprehensive application of deep learning algorithms to give full play
to their respective advantages. Solving these problems will help deep learning make greater
progress in the field of mineral prospectivity mapping.
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