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ABSTRACT: 

This paper presents an industrial application of optical 3-D sensing based on the principle of light sectio­
ning. The presented project aims at an in-process measurement of the bending angle in a commercial bending 
machine. Air bending is a valuable manufacturing method in a flexible and computer integrated manufacturing 
system, because it allows forming of sheet metals with a great variety of bending angles. But achieving high 
working accuracies requires adaptive control strategies to overcome deviations from the desired bending an­
gle caused by material tolerances. 

The investigations comprise fundamentals of system design for integrating such a measuring system in any 
commercial bending machine. System design considerations about the choice of the components and synchroniza­
tion of illumination and detection system are described. Furthermore, the different steps for achieving 3-D 
data are sketched. First step is evaluating the position of the profile on the CCD sensor with subpixel 
accuracy due to interpolation algorithms. Next step is the calculation of 3-D coordinates which correspond 
to these sensor positions. 

The bending angle can be evaluated with statistical deviations of about 1 angular minute. But measuring 
absolute values of bending angles presupposes knowledge of the correspondence between camera and workpiece 
coordinates. The basic equations to describe this correspondence and the application of photogrammetric 
calibration methods for a simple model of the detection system are presented. First experimental results 
prove the derived equations and show promising results even for the simple model of the detection system. 

KEY WORDS: 3-D, Image Processing, Mc:.chine Vision, System Design, Interpolation Algorithms, Subpixel Accu­
racy, Camera Calibration 

INTRODUCTION the requirements for an in-process measuring of ben­
ding angles. 

Modern manufacturing systems have to deal with the 
requirements of 'just-in-time' manufacturing, i.e. 
flexible manufacturing of a great variety of parts 
with very small lot sizes. Air bending allows for­
ming of sheet metals with a great variety of bending 
angles without tool changes and is therefore a valu­
able manufacturing method for flexible and computer 
integrated manufacturing systems. 

Fig. 1: Adaptive control system for air bending 

In spite of high precision control systems for mo­
dern bending machines, material tolerances (for ex­
ample sheet thickness, yielding point, anisotropy, 
etc.) cause deviations from the desired bending an­
gle. Assuming the material tolerances as specified 
by sheet metal manufacturers, these deviations can 
amount up to 1,5°. This demands for adaptive control 
strategies to ac hieve a sufficient working accuracy. 
A simple adaptive control system for air bending is 
depicted schematically in Fig. 1. The fundamental 
component of this adaptive control system is an in­
process measuring system for the bending angle. But 
knowing the in-process bending angle still requires 
modelling of the bending process, because the ela­
stic resiliency of the workpiece has to be compensa­
ted. 

Thus the presented project aims at the development 
of an measuring system for in-process measurement of 
bending angles. The primary investigations should 
evaluate fundament als of system design for the inte­
gration of this in-process measuring system in any 
commercial bending machine. The selected 3D-sensing 
system bases on the well-known triangulation prin­
ciple of light sectioning. This non-contact, simple, 
fast and precise optical 3-D measuring method meets 

THE PRINCIPLE OF LIGHT SECTIONING 

In [1] the principle of a modified light sectio­
ning system with large depth and high resolution was 
reported. There an axicon [2],[3] was used to 
overcome the depth of focus problem. Scanning the 
diffraction pattern of an axicon produces a thin, 
deep light sheet, which results from the incoherent 
superposition ofaxicon patterns along the scanner 
path. This so-called 'light knife' allows sharp il­
lumination of an object within a longitudinal range 
of typ. 1500 mm. With adetector design regarding to 
the Scheimpflug condition (see for example [4]) 
sharp imaging of the object all over the range of 
the 'light knife' can be achieved. Thus a 3-D sensor 
with high resolution and nearly unlimited depth of 
focus could be constructed. 

The reported 3-D sensing method for measuring ben­
ding angles is based mainly on the same principle, 
as it is shown in Fig. 2. 
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Principle of Light Sectioning 

The bending angle usually refers to the original 
state of a plane sheet metal. Hence the bending an­
gle is 180 0 -complementary to the angle between the 
two legs of the bent workpiece. These legs have only 
very small curvature, which reduces the demands for 
lateral resolution of the measuring system. Further­
more, evaluation of a profile includes interpolation 
algorithms to calculate the center of the intensity 
distribution of the profile. Therefore slightly de­
focused profiles are acceptable and laser beam fo­
cusing with a spherical lens is sufficient. This 
avoids some drawbacks ofaxicons, like for example 
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limited diffraction efficiency, disturbance of the 
profiles caused by diffraction rings and difficult 
and expensive manufacturing of an axicon. 

For that reasons a commercial available laser diode 
with collimator optics is used for illumination. 
The focused laser beam is scanned over the object 
with a two-axis galvanometric scanner, which spans 
up a light plane. The intersection of light plane 
and workpiece surface, the so-called 'profile', is 
detected with a CCO TV-camera under the triangula­
tion angle 0. All components are connected to a PC­
AT computer, which controls the whole system and 
evaluates the bending angle from the camera picture 
stored in a frame grabber. 

The 3-0 coordinates of the workpiece surface are 
coded in the position of the image of 'profile' on 
the CCO sensor, respectively in the frame grabber 
coordinates of the profile. In the dimension across 
the profile these coordinates can be evaluated with 
very high precision by means of interpolation algo­
rithms. Looking at the intensity distribution in 
Fig. 2 one can imagine the interpolation procedure: 

First the computer searches in each vertical column 
(resp. horizontalline) of the frame grabber for 
the pixel with maximum intensity, assuming it to be 
an approximate position of the profile. The inter­
polation function (for example a Gaussian distribu­
tion curve) is fitted through the intensity distri­
bution of the highest pixel and its neighbourhood. 
The calculated center position of the fitted curve 
is interpreted as subpixel position of the profile 
in this column (resp. line) of the computer image. 

Hence evalution of one picture of the CCO TV-camera 
delivers 3-0 coordinates of typically 500 spots on 
the workpiece surface along the scanner path. Each 
of the legs of the workpiece is represented by a 
straight line of measuring spots and the bending 
angle is complementary to the angle between these 
two lines. Linear regression analysis allows calcu­
lation of this angle with very high precision and 
simultaneously statistical predictions about the 
performance of the measuring system. 

SYSTEM DESIGN 

The investigations of system design fundamentals 
for integration in commercial bending machines are 
undertaken with an off-line measuring system to 
provide necessary flexibility. Fig. 3 schematically 
shows the experimental setup for this off-line mea­
suring system. 

Fig. 3: Experimental Setup 

All components are fixed to a three dimensional 
'optical bench'. The optical bench consists of a 
plane table for the positioning of the workpiece 
and a height-adjustable cross-head onto which the 
components of the measuring system are fixed. Spe-
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cial mechanical adapters allow simple but reprodu­
cible shifting of laser, scanner and camera along a 
common optical axis. Furthermore, the adapter of 
the camera allows turning the camera around the 
principal point of its objective. The host computer 
(PC-AT) controls and synchronizes all components of 
the measuring system, evaluates 3-0 coordinates of 
the 'profile' and calculates the bending angle from 
this information. First some system design consi­
derations about the choice of the main components 
of the system are discussed. Synchronization of the 
components and evaluation of 3-0 data will be dis­
cussed in consecutive chapters. 

Illumination of the object 

The illumination system consists of a laser diode 
(Ä = 789 nm, Po = 30 mW) which is focused on the 
workpiece surface by a collimator, consisting of a 
lens doublet (f = 90 mm, n.A. = 0,17), which is 
corrected for aperture aberrations. This collimator 
was primary designed for homogenous illumination of 
a circular field of 30 mm in diameter. The great 
astigmatism of laser diodes is diminished by inter­
nal diaphragms, which cause loss of effective out­
put power. Here the collimator is adjusted to a fo­
cus distance of 1100 mm (instead of a parallel be­
am) to avoid an additional focusing lens. This ad­
justment increases distance from laser diode to 
collimator lens and causes additional internal ab­
sorption. Hence the effective output power of the 
collimated laser beam decreases to about 9 mW. 

The generation of a light plane or 'light knife' 
from the focused laser beam is done by a two-axis 
galvanometric scanner. This scanner allows beam de­
flections up to ±20 0 (optical) with frequencies up 
to 80 Hz. Each dimension of the scanner field is 
divided into 65535 possible scanner addresses (16 
bit). Scanner electronics are programmed via a par­
allel (Centronics) interface and include its own 
microprocessor to calculate flat-field corrected 
'micro-steps' of the scanner motion. Scanner elec­
tronics independently switch laser power on and off 
via a TTL interface to the laser power supply. 

Oetection of the profile 

The detection of the profile is done with a CCO TV 
camera. Reasons for the choice of this type of de­
tector are the well-known advantages of CCO sensors 
like, for example, precise and stable sensor geome­
try [5], high resolution and high light sensiti­
vity. The aim of integrating the measuring system 
in industrial bending machines furthermore emphasi­
zes the features of light weight, resistance to me­
chanical shocks or magnetic fields and low costs. 
These considerations also suggest the use of a ca­
mera with separate sensor head (size 44 x 31 x 25 
mm3 , weight 80 g). To eliminate ambient light in an 
industrial environment a band-pass interference 
filter is built into the camera. 

SYNCHRONIZATION OF COMPONENTS 

The laser spot is moved over the workpiece surface 
during the comparatively short integration per iod 
of the detector. Hence a line of light is detected, 
the so-called 'profile', which, mathematically, is 
the intersection of the workpiece surface with the 
'light knife'. For perfect exposure one scan of the 
laser beam must be detected by the CCO sensor in 
one frame. 

Therefore illumination system (i.e. laser and scan­
ner), CCO camera and image acquisition system have 
to be synchronized. The frame grabber automatically 
synchronizes to the camera's video cycle and the 
host computer's program execution is synchronized 
to the frame grabber. Hence the camera's video cy­
cle is essential for synchronization of the whole 
measuring system. But integration timing of CCO 
cameras differs significantly with the sensor con­
cept and a basic understanding of CCO sensor timing 
is necessary. 

Synchronization of frame-transfer CCO cameras 

Most wide-spread sensor concepts are frame-trans­
fer-concept (FT) and interline-transfer-concept 
(IL). FT sensors have two sections of equal size, 
an imaging area and a read-out area. In the imaging 



area incoming photons generate electrons, which are 
integrated in cco registers. These charge packets 
represent the picture information. After the inte­
gration period of approx. 20 ms (CCIR standard), 
all charge packets of this field are shifted into 
the light-shielded read-out area. During this 'fra­
me-transfer' period (of about 1 ms) generation of 
electrons by incoming photons is still going on and 
high intensity spots in the image will cause evi­
dent 'smear' effects. Ouring the integration per iod 
of the next field the video signal of the previous 
field is generated line by line from the charge 
packets in the light-shielded read-out area. Hence 
the two interlaced fields of a frame are integrated 
in a completely sequential manner. 

The following aspects are essential for synchron i­
zation of FT cameras to scanning or flashlight il­
lumination systems: 

The two fields of a frame are integrated in a 
total sequential order. At no times both 
fields of a frame can be exposed simultane­
ously. As a consequence the spatial resolu­
tion of the detector is approximately halved, 
because information from one scan over the 
object can be detected only in one field. 
Exposing a frame would require two separate 
scans, which might cause reproducibility pro­
blems. 
The scanned laser beam is a very intensive 
light source. So accidential scanning during 
frame transfer per iod will cause severe smear 
effects. These smear effects can be avoided 
by an additional shutter, which shields the 
sensor from light during frame-transfer pe­
riods. 
These drawbacks of FT sensors for use in sy­
stems with flash illumination should be care­
fully compared to the advantages of FT sen­
sors like, for example, higher light sensiti­
vity and full area fill factor of light sen­
sitive regions. 

Fig. 4 shows a distinguished example for smear ef­
fects caused by scanning the laser beam during a 
frame-transfer period. In reality the laser beam is 

Example for smear effects using a fra­
me-transfer GGD camera 

scanned straight over the image from the right to 
the left side. This example shows a virtual bending 
of the trace of the laser beam caused by transpor­
tion of the image's charge packets over the bright 
laser spot during frame transfer. This explains ea­
sily the bending of the right line towards the bot­
tom of the image. But the example shows two bent 
lines, one in each field of the same frame. The 
other line is be nt towards the top of the image, 
which would conflict with the transfer direction in 
a simple explanation of smear effects. What is the 
reason for the astonishing smear effect shown in 
Fig. 47 

Fig. 5 depicts the position of several successive 
fields (represented physical as charge packets) on 
the sensor at selected moments of the sensor ti­
ming: 

Time t=Tl is ne ar the end of the integration pe­
riod. Integration of the first field is still going 
on and the laser beam is moving along the scanner 
path. 
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Explanation of smear effects during 
frame transfer 

At time t=T2 frame transfer is in progress and the 
first field is to be transferred into the light­
shielded read-out area. The scanned laser spot will 
still produce charge packets. Thus transfer motion 
will bend the trace of the laser beam towards the 
bottom of the field. 

Time t=T3 is just be fore end of transfer per iod and 
the first field is mostly transferred into the 
read-out area. Timing signals for charge packet 
transfer are fed on all picture elements of the 
integration area simultaneously. Therefore charge 
packets generated by the bright laser spot during 
the transfer process will also smear the next field 
(in advance of the normal integration period). Fi­
guratively spoken, the next field seems to be drawn 
into the integration area coming from the bot tom of 
the sensor. Hence the be nt laser beam trace will 
continue at the top of the next field after it has 
reached the bottom of the first field. 

At time t=T4 the frame transfer process is comple­
ted. The first field is to be read out and the in­
tegration of the second field is in progress. Com­
bining the two fields depicted at t=T4 in Fig. 5 
yields exactly to a frame with a smear effect as 
shown in Fig. 4. 

Smear effects in such an evident manner occur only 
with stroboscopic illumination or very intense and 
fast moving light sources. Assuming one scan of the 
laser beam over 500 horizontal sensor elements du­
ring 20 ms, effective exposure time for one sensor 
element is only 40 ~s. Compared to that the frame 
transfer per iod is very long and smear effects be­
come evident. Normally each sensor element integra­
tes charge packets from a standing scene for an 
exposure time of 20 ms and the frame transfer pe­
riod is comparatively short. In this case, smear 
effects get noticeable only in the surroundings of 
very bright light sources. 

Synchronization of interline-transfer CCo cameras 

The other wide-spread CCo sensor concept is the in­
terline-transfer (IL) concept. In the IL-organiza­
tion, each light-sensitive imaging column has an 
optical shielded column of vertical shift registers 
adjacent to it. Each pair of light sensitive sensor 
elements (one for each f ield) shares one common 
vertical shift register. The output cycle of IL­
sensors starts with shifting charge packets of all 
even lines or all odd lines (alternating according 
to the CCIR interlace standard) into light shielded 
vertical shift registers. All charge packets are 
shifted at once, Le. the transfer period of IL 
sensors lasts less than 1 ~s and is ab out 250 times 
shorter than that of FT sensors. Light protected 
vertical shift registers move the charge packets 
line by line into the horizontal shift register, 
from which the charge packets are read out and fi­
nally converted into CCIR standard video signals. 

As a consequence, each sensor element collects pho­
tons for a frame period of approx. 40 ms. Sensor 
elements from even and odd lines are read out al­
ternately with an interlace of a field period (20 
ms). Will this timing give us a chance to expose a 
full frame with one single scan? 
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Temporal interdependence of video si­
gnal and integration periods (IL-sen­
sors) 

Fig. 6 shows the temporal interdependence between 
the actual video signal and the integration per iod 
to which it belongs. The integration period for the 
video signal of a field are the two preceding 
fields. For example (see Fig. 6), the information 
of field B1 was integrated during the read-out pe­
riods of fields Al and A2. At every time two conse­
cutive fields are exposed simultaneously. Perfect 
exposure of the profile (with full spatial resolu­
tion) must take place during per iods of simultane­
ous exposure of two fields (for example fields B1 
and B2) belonging to the same frame (for example 
frame B). For every frame the per iod of simultane­
ous integration of both fields is the read-out pe­
riod of the second field of the preceding frame. 
Exposures during this per iods will be integrated in 
both fields of the next frame. One scan in this pe­
riod will be detected with full spatial resolution. 

Hence the following aspects are essential for syn­
chronization of IL cameras to systems with scanning 
illumination or flashlight illumination: 

The two fields of a frame are read out in an 
interlaced modus, but each sensor element in­
tegrates charge packets for a full frame pe­
riod. 
During the read-out per iod of the second 
field of a frame both fields of the next fra­
me are integrated simultaneously. If the 
scanner (resp. flashlight) is active during 
this per iod of approximately 20 ms, the next 
frame will contain one exposure with full 
spatial resolution. 
IL cameras will show only very little smear 
effects, even for accidential exposure during 
transfer periods. 

For this reasons interline-transfer CCD cameras 
will be preferable detectors for use in systems 
with scanning or flashlight illumination. 

Synchronization in the presented measuring system 

The selected CCD camera (SONY XC 77 CE) is based on 
an interline-transfer sensor. Exposure of the ob­
ject must take place during the integration per iod 
of any second field. The next frame of the video 
signal will contain the desired image and has to be 
captured by the frame grabber of the host computer. 
A reproducible relation between camera cycles, 
scanner motion and frame grabber is assured with 
the following procedure: 

11 Generation of the scanner program: 
Starting with user-defined coordinates for starting 
and final point of the scan vector the host compu­
ter calculates the scanner program in such manner, 
that the laser beam will move along the scan vector 
during the integration period of 20 ms. Different 
vector lengths will cause varying exposure of the 
profile. Later on this drawback will be abolished 
by controlling the laser power from host computer. 

~ Programming the scanner unit: 
The host computer programs the scanner electronics. 
The mirrors move to the starting point, the scanner 
unit stores the coordinates of the final point and 
waits for the execution command. 
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11 Synchronizing with camera timing: 
The host computer waits for the next vertical blan­
king pulse (Le. the beginning of the next full 
frame). Then it gives execution order for the scan­
ner unit. 

II Scanning: 
The scanner waits for the beginning of the second 
field (experimentally determined delay time). Then, 
after acceleration of the mirrors, the laser is 
switched on and the laser beam moves along the scan 
vector. The scanner electronics independently cal­
culates flat-field corrected 'micro-steps' for the 
mirror motion. 

~ Image acguisition: 
The host computer grabs the next frame of the came­
ra signal for evaluation in the frame storage. 

With this procedure a correct exposure of a full 
frame is assured independent from length or posi­
tion of the scan vector. Remember that the laser 
beam is switched on only for an exposure time of 
20 ms, which reduces possible dangers of the invi­
sible laser diode beam significantly. 

EVALUATION OF PROFILE POSITIONS IN COMPUTER IMAGE 

The position of the profile is evaluated in each 
vertical column (or horizontalline, depending on 
the direction of the profile) of the computer image 
with subpixel accuracy. Thus each column delivers 
one measuring point and each leg of the profile 
composes of about 200-250 data points for profile 
positions. Linear regression for each leg yields to 
predictions for the straight lines with statistical 
improved accuracy. For absolute measurings of ben­
ding angles the conclusion from profile's positions 
in computer image to 3-D coordinates of workpiece 
surface must be drawn. 

Gaussian interpolation algorithm 

Subpixel accuracy profile position in each column 
is achieved using interpolation algorithms. First 
the computer searches in each line resp. column of 
the computer image for the pixel with maximum in­
tensity, assuming it to be an approximate position 
of the profile. An interpolation function is fitted 
through the intensity distribution of this pixel 
and its direct neighbours. The calculated center 
position of the interpolation function is interpre­
ted as position of the profile in this line resp. 
column of the computer image. Hence the profile is 
now represented by 512 data points with subpixel 
accuracy. 

A lot of interpolation algorithms have been discus­
sed by different authors (see for example [6), 
(7), (13), [14), [15). Interpolation algorithms 
based on Gaussian distribution curves are quite ob­
vious, because the peak of almost every laser beam 
intensity distribution shows approximately Gaussian 
character. Eq. (1) denotes this assumption by 

I(x) = A' exp (_ (x-c) 2) 
B 

(1) 

where: 
I(x) 
A,B,C 

Gaussian intensity distribution 
amplitude, width and center position 
of the Gaussian distribution curve. 

The information from at least three pixels is ne­
cessary to calculate the three parameters A,B,C of 
the Gaussian interpolation curve. Let these three 
pixels be the pixel Xo with maximum intensity 10 
and two of its neighbours (x., I.) and (xb,Ib) with 
1.<10 and Ib<Io' Essential for calculating profile 
positions is only the center position C of the 
Gaussian distribution curve, which is determined by 
Eq. (2) 

with 

and 

L'= ln(Io/Ia ) 

. ln(Io/Ib ) 

(L"'R) (2) 



which reduces for the usual case of adjacent pixels 
(xa-xo = -1 and xb-xo = +1) to Eg. (3) for the sub­
pixel center position C of the Gaussian distribu­
tion curve 

L-l 
C = 2 (L+l) (3) 

Gaussian interpolation proved to be a very effecti­
ve and precise subpixel accuracy algorithm. It is 
more precise than simple centroid calculation, whe­
re especially the choice of the evaluated pixel 
range is very critical. Gaussian interpolation 
needs not too much calculation efforts, but proved 
to be a resistant algorithm with little systematic 
errors of about 1% of a pixel period [8]. 

Linear regression analysis 

Next step for evaluating the bending angle is sepa­
ration of the two legs of the profile and linear 
regression in each leg. Regression analysis will 
give improved values for the slopes of the two legs 
of the profile and, simultaneously, statistical 
prediction for the resolution of the measuring sy­
stem. 

EVALUATION OF 3-D COORDINATES 

For evaluation of the bending angle the relations 
between 3-D coordinates of the workpiece surface 
and profile positions in computer image have to be 
known. Only an exact knowledge of this relations 
gives the chance to evaluate the bending angle of a 
workpiece from the profile in the computer image. 
The functional relations become calculable by per­
forming all coordinate transformations through the 
detection system. But the eguations contain a lot 
of parameters (for example internal and external 
camera parameters, lens distortion, digital image 
acguisition parameters), most of which can not be 
measured directly. These parameters have to be ca­
librated, which is a familiar procedure in close 
range photogrammetry ( see for example [ 9) ). In 
the following the functional relation of 2-D com-
puter image coordinates and 3-D workpiece coordina­
tes are to be evaluated. 

3-D sensing by triangulation is based on calcula­
ting the intersection point of two rays in space. 
One of these two rays is given by the direction of 
illumination. However, in our system not a ray but 
a light plane is defined by the scanner path. The 
intersection of this light plane with the object's 
surface yields to the 'profile' of the object. Hen­
ce the coordinates of the light plane give a first 
geometrie locus for the surface of the workpiece. 

Transforming back one profile position in the com­
puter image through all steps of the detection sy­
stem provides 3-D coordinates of a ray, on which 
one spot of the profile must lie. This ray gives 
the second geometrie locus for one point of the 
workpiece surface. 

World coordinate system 

First step is definition of a 3-D world coordinate 
system, to which all other coordinate systems re­
fer. In this system the bending angle has to be 
calculated finally. 

The schematical drawing of the experimental setup 
in Fig. 3 depicts also the cartesian world coordi­
nate system {xw' Yw' zw} and the camera coordinate 
system {xc' Yc' zc}' The origin of world coordinates 
is defined by the point of impact of the laser beam 
in the center of the scanner coordinate system. Xw-
and Yw-axes lie on top of the table and are paral­
lel to the corresponding axes of the scanner coor­
dinate system. Zw-dimension is the height above the 
table. To get a right-handed world coordinate sy­
stem the yw-axis has opposite direction than Ys­
axis, hence Yw = -Ys. 

Camera coordinate system 

The zc-axis of the camera coordinate system is gi­
ven by the optical axis of the imaging system. The 
origin lies in the principal point of the objective 
and the yc-axis is assumed parallel to the - (Yw)-
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axis. Due to the opposite direction of Yw and Yc 
the yw-axis is aligned with the corresponding frame 
storage axis Yf' The translation vector of the ca­
mera system is T(tx,ty,tz)' the rotational orienta­
tion may be denoted, for example, by the direction 
eosines between the axes of the coordinate systems. 

Scanner coordinate system 

(65535/65535) 

Y 
Scanner-Control DE2000 r-------------l 

I I 
I I 

I 
I 

: PC-AT 

I 
I 

parallel I 
(Centronics) I 

I 
I _____________ J 

* EDD: Euro Digital Driver 
Laser Diode 
Power Supply * EDG: Euro Digital Generator Heckel 

Fig. 7: Components of illumination system 

Fig. 7 shows the components of the illumination 
system and illustrates definition of ~he scanner 
coordinate system. The scanner electron~cs address 
the working field of the scanner (maximum deviation 
angle ~~y can be adjusted up to ~20o optical) by 16 
bit integers, i.e. scanner coord~nates stretch from 
o to 65535 LSB (~east §ignificant ~it) in each di­
mension. The center of the scanner working field is 
addressed by the scanner coordinates (x,y)s 
(32767, 32767). 

Correspondence between world coordinates and scan­
ner coordinates is simplified by the intrinsic geo­
metrie flat-field correction of the scanner elec­
tronics. The scanner program generated by the host 
computer is sent to the 'Euro Digital Generator' 
(EDG) via a standard 'Centronics' interface. The 
EDG stores and executes the scanner program inde­
pendently. During scan vector processing the EDG 
calculates 'micro-steps' every 150 /Js and sends 
them to the 'Euro Digital Drivers' (EDD), which 
control the movement of the x- and y-mirrors. The 
EDG calculates flat-field corrected micro-steps 
based on a stored grid correction table, which is 
specific for each working distance and scanner con­
figuration. 

Hence the relation of scanner coordinates and world 
coordinates on the surface of the table (zw=O) is 
simply given by the linear transformation of Eg. 
(4) 

(4) 

where 
d s working distance (from the last scanner mir­

ror to the optical table) 
~x,y maximum scan angle in xw' Yw direction 

World coordinates of the light plane 

The light plane is defined by three outstanding 
points in the world coordinate system: The first 
point is given by the world coordinates of the last 
scanner mirror (xl' YI I zl)' which are determined by 
the experimental setup. Two other points are the 
starting point (x2 1 Y2' z2=0) and the final point 
(x3'Y3,z3=0) of the scan vector (on top of the ta­
ble), which are calculable with Eg. (4). Hence Eg. 
(5) gives the light plane in the usual three-point-



formulation for a plane 

(S) 

DETECTION OF THE PROFILE 

The second geometrical locus is calculable from a 
profile position in the computer image by doing the 
coordinate transformations of all steps through the 
detecting system. Normally, the forward transforma­
tions (according to light propagation) from work­
piece surface in world coordinates (x,y,z)w to the 
computer image in frame grabber coordinates (x,Y)f 
are discussed. This chapter will show the inverse 
transformations from a given position in the compu­
ter image to a ray in world coordinates, which ac­
cords to the given position in the computer image. 

The detection of the profile comprises two imaging 
steps. First step is optical imaging of the profile 
onto the CCD sensor, second step electro-optical 
imaging from the sensor into the frame storage of 
the host computer. 

Transforming computer image to sensor coordinates 

Starting from a given position (fx,fy}f in the com­
puter image the first step is calculation of the 
according position (Px,Py)c on the CCD sensor of the 
camera. 

Camera and frame grabber are connected accordingto 
the CCIR video standard. Therefore frame grabber 
pixels and CCD sensor elements have no definite 
correlation and different scale factors for x- and 
y-coordinates must be applied. The image is trans­
mitted line by line and the vertical scale factor 
is given by the vertical distance dy of sensor ele­
ments. The different number of sensor elements Nsx 
and frame grabber pixels Nh in each line cause a 
horizontal scale factor, which is different from 
the horizontal distance d x of adjacent sensor ele­
ments. The transformation formulae from a point 
(fx,fy)f in the computer image to the corresponding 
point (Px,Py)c on the CCD sensor are given by Eq. 
(6) 

where: 
dx,dy 
Cx,Cy 

(6) 

distances of sensor elements 
optical axis of the sensor (in compu­
ter image coordinates) 
Number of pixels in each horizontal 
line of sensor or frame grabber 
focal distance between CCD sensor and 
objective (zo<O) 

The center coordinates Cx' Cy denote the position 
of the optical axis of the sensor in frame grabber 
coordinates. They are evaluated applying the direct 
optical method described in (10]. This method 
is similar to autocollimation. A He-Ne laser beam 
is pointed at the front lens of the camera's objec­
tive. Then the camera is adjusted in this way, that 
all reflected beams (caused by multiple reflections 
on all optical surfaces of the lens assembly) coin­
cide with the primary laser beam. The laser beam is 
now aligned with the optical axis of the camera 
(the zc-axis) and the computer image coordinates of 
the laser beam are the center coordinates Cx' Cy. 

In the presented system, the use of a He-Ne laser 
for the autocollimation procedure has a great ad­
vantage. A bandpass interference filter is built 
into the CCD camera (between objective and CCD sen­
sor) to suppress ambient light. This filter passes 
only laser diode wavelength and attenuates He-Ne 
laser wavelength significantly «10-4). Hence the 
He-Ne laser beam can be imaged on the CCD sensor 
without any additional attenuation filter, which 
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probably would cause distortions or lateral shifts 
of the He-Ne laser's image and, as a consequence, 
errors in the evaluation of the coordinates Cx' Cy. 

Transforming a sensor position to a ray 

Next step is the transformation of a point on the 
CCD sensor (given by Eq. (6» to the corresponding 
ray in world coordinates. The transformation is ba­
sed on the simple principle of perspective projec­
tion with pinhole camera geometry. Hence the corre­
sponding ray for a position P(Px,Py,Pz)c on the sen­
sor is the straight line from this sensor position 
through the origin O(O,O,O)c of the camera coordi­
nate system (which is the principal point of the 
objective). Hence the two-point formulation of the 
ray in camera coordinates is given by Eq. (7) 

(A.ElR) (7 ) 

Transforming camera to world coordinates 

perspective projection transforms straight lines to 
straight lines. Hence the transformation of a ray 
can be done by individually transforming the two 
determinating points O(O,O,O)c and P(Px,Py,Pz)c into 
the world coordinate system. The transformation of 
any point (x, y, z) c from camera coordinate system 
{xc,yc,zc} to world coordinate system {xw,yw,zw} gi­
yen by the well-known Eq. (8) 

(
Xl [COS (x.xc) cos (y.xc) 

y = cos (X..Yc) cos (Y..Yc) 

z '" cos (x..,zc) cos (y..,zc) 

(8) 

where the components of the Eulerian rotation ma­
trix are the direction eosines of the base vectors 
of the coordinate systems. The translation vector 
shows from new origin 0w to old origin 0c' and is 

identical with the translation vector of camera 
origin in world coordinates. 

Finally, the ray in world coordinates, which corre­
sponds to the point P(Px1Py,Pz)c on the CCD sensor, 
resp. the point (fx,fy) in the computer image, is 
determined by the two transformed points Pw and 0w 
in Eq. (9) 

[

COS (x.xc) cos (y.xc) cos (z.xc) ] [Px] 
). cos(x..Yc) cos(Y",Yc) cos(z..Yc) Py (9) 

cos (x..,zc) cos (y..,z,,) cos (z..,zc) P z c 

Eq. (9) gives the world coordinates for one geome­
trical locus of the profile. The intersection of 
this ray with the light plane generated by the 
scanner will give 3-D world coordinates of one 
point of the workpiece surface. 

Intersection of imaging ray and light plane 

The calculation of intersection point between the 
illuminating light plane according to Eq. (S) and 
the imaging ray according to Eq. (9) is done by 
equating both formulae. 

[

COS (x.xc) 

.A. cos (x..Yc) 

cos (x..,zc) 

cos (y.xc) 

cos (Y..Yc) 

cos (y..,zc) 

(10) 

This system of linear equations leads to fixed va­
lues for Ä, p and v, which give the 3-D coordinates 
of the intersection point after insertion into Eq. 
(9) (or, alternatively into Eq. (5). 



The above formalism gives 3-D coordinates of one 
point of the workpiece surface for each profile po­
sition in the computer image, i.e. one point for 
each line or column of computer image. 

EXPERIMENTAL SETUP WITH HIGH SYMMETRY 

Transformations for evaluation of 3-D data become 
much easier for the special case of measuring ben­
ding angles in a setup with high symmetry. This 
setup is characterized by the following assump­
tions, which can be easily fulfilled by the experi­
mental setup: 

1) The center of the scanner field on the surfa­
ce of the optical bench defines the origin of 
the world coordinate system. 

2) The profile is taken along the yw-axis, i.e. 
the light plane is identical to the Yw-zw-pla­
ne and Eq. (5) simplifies to xw=O. 

3) The origin of the camera coordinate system 
lies in the xw-zw-plane, i.e. t y = O. The me­
chanical adapters of scanner and camera to 
the optical bench are constructed to fulfil 
this condition. 

4) The optical axis of the camera is directed on 
the origin of the world coordinate system. 

Eq. (6)-(7) do not change, but transformation for­
mula Eq. (8) from camera coordinates to world coor­
dinates simplifies. Assumption 3) and 4) allow the 
description of camera orientation by only one angle 
~ and the translation vector T(tx,ty,tz)' The angle 
~ denotes the angle between zw-axis and (-zc)-axis, 
which is identical to the triangulation angle e in 
this setup. Hence Eq. (9) can be rewritten as 

(
Xl (-COs~ 0 sin~l [Px] [tx] 
y '" -).. 0 1 0 P y + 0 

z ... sin\) 0 cos\) Zo c t z ... 

(11) 

Considering assumption 2), the parameter).. is de­
termined by Eq. (12) 

(12) 

Finally the 3-D coordinates of the point of the 
workpiece, which correspond to the position (fx,fY)f 
in the computer image, resp. (Px,Py'Pz) according to 
Eq. (6), are given by Eq. (13) 

X o 

y (13) 

tx(pxsin~ + Zo cos~) 
Z '" pxcos\)-zosin~ +tz 

The result of Eq. (13) was gained with the very 
simple model of perspective projection and many 
other influences (for example lens distortions) 
have been totally neglected. Suitable experiments 
will show the limits of this simple model, which 
can lead to a basic understanding of photogramme­
tric considerations, even if the model proves to be 
insufficient. It is very likely, that this model 
has to be improved to fit the requirements for mea­
suring bending angles. 

EXPERIMENTAL RESULTS 

First measurements with the symmetrical experimen­
tal setup show promising results. Fig. 8 shows 
plotted profile data for a symmetrically bent sheet 
metal (material: st 1403, size: 200 mm x 50 mm x 
2,0 mm) with a bending angle of 89° 53' (measured 
with a standard mechanica1 goniometer). Camera co­
ordinates were t x = 559 mm and t z = 805 mm, i. e. 
the triangulation angle was e = 34.8°. For imaging 
a usual 1: 1.8/50 mm TV objective was used. From 
working distance and focus length of the objective 
the focal distance was calculated to Zo = -52.7 mm. 

Plotted in Fig. 8 are profile positions in each 
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Fig. 8: Result of the off-line setup 

line vs. line number, resp. xrcoordinates vs. Yr 
coordinates of the computer image. The positions 
are evaluated with subpixel accuracy using the 
Gaussian interpolation algorithm according to Eq. 
(1) - (3). Measuring of the bending angle requires 
calculation of the intersection angle of the two 
legs of the profile in world coordinates. The fol­
lowing procedure will give this angle: 

First step is regression analysis for each leg of 
the profile in the computer image. For linear re­
gression analysis in each leg of the profile a num­
ber of 250 data can be used. The standard deviation 
of evaluated profile positions from the regression 
line is about 0.16 pixels. This is a rather poor 
accuracy for Gaussian interpolation with a systema­
tical error of about 0.01 pixels. But fortunately 
the profile data are centered very good around the 
regression line and the deviations show statistical 
behaviour. Hence linear regression is a very effec­
tive tool for eliminating statistical deviations 
from column to column and the slope of each regres­
sion line can be calculated with a standard devia­
tion of only 1.5'104 rad (resp. 1/2'). 

For the next step any two points (Ax,Ay)f and 
(Bx,By)f of each regression line are transformed 
into the world coordinate system according to the 
formalism of Eq. (6)-(13). The straight line 
through these two points represents the regression 
line in world coordinates. Essential for evaluating 
the bending angle is the slope of this straight li­
ne, which is given by Eq. (14) 

(14) (Ax!3 -AyB ) cos~ + (B -A ) sin~ 
y x Zo x y 

Last step is the calculation of the bending angle 
from the two slopes for the regression lines for 
each leg of the workpiece. Application of Eq. (14) 
for the data of Fig. 8 yields to slopes for legs of 
the workpiece of 44.80° and -45.08°, from which the 
bending angle is easily inferred to 89.88° or 
89°53', which is exactly the same value as measured 
by the mechanical goniometer. 

The simple model of the detection system yields to 
a measuring accuracy of the bending angle, which is 
comparable with conventional mechanical goniome­
ters. In despite of this promising result there 
probably might be more calibration efforts necessa­
ry, if the system must deal with any given experi­
mental setup. 

ERRORS AND ITS SOURCES 

The CCIR standard video interface between camera 
and frame storage is suggested to be the main sour­
ce of error. Different authors have investigated 
the electronic transfer chain from CCD sensor to 
frame storage in detail (see for example [5), 
[11). The analogous video signal in combina­
tion with the lack of standards for the number of 
pixels in a horizontal line cause statistical de­
viations in the synchronization of the frame grab­
ber's A/D-converter, the so-called line jitter. In 
combination with the different number of 756 sensor 
elements and 512 frame storage pixels there is no 



definite and precise relation between sensor ele­
ments and frame storage pixels. 

Hence electronic insufficiencies in conventional 
CCIR standard video interfaces destroy the advanta­
ge of geometrie stable CCD sensor elements. A ty­
pical value for jitter is 20 ns, which will cause 
statistical deviations of about 0.2 pixel in profi­
le positions from line to line. This value corre­
sponds very well to the experimentally gained valu­
es for the standard deviation of profile positions 
around the regression line. 

The solution of this problem follows a simple pr in­
cip1e: pixel clock signals from the CCD sensor must 
be transmitted to the frame storage. Fortunately 
more and more manufacturers of cameras and frame 
storage boards get rid of the conventional CCIR vi­
deo standard and offer pixel-synchronous image ac­
quisition systems. Applications of pixel-synchro­
nous image acquisition systems report subpixel re­
solutions of 1% to 3% of a pixel period [12], 
(13). This resolution is about 10 times higher 
than the reported resolutions for CCIR standard 
image acquisition systems [5], [14], (15). 

CONCLUSIONS 

The industrial application of an optical 3-D sen­
sing method requires careful considerations ab out 
system design. Especially the condition of a scan­
ning illumination system influences the criteria 
for the choice of a CCD camera for the detection 
system. 

Evaluation of 3-D data from the camera image de­
mands for the application of photogrammetric me­
thods for calibration of the detection system. The 
basic equations for a simple camera model of per­
spective projection with pinhole imaging are deri­
ved. The results gained with the experimental setup 
with high symmetry show promising results even for 
this simple model. 

The analysis of the observed errors shows again the 
importance of pixel synchronous image acquisition. 

In spite of this avoidable errors, the accuracy of 
the optical 3-D sensor is comparable with usual in­
dustrial measuring methods, which can not be used 
for an in-process measurement. Thus the presented 
non-contact, simple and fast optical 3-D sensor ba­
sed on the principle of light sectioning meets all 
requirements for the in-process measurement of ben­
ding angles. 
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